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In the present work, we propose a coupled immersed interface and grid based particle 
method to solve two-phase electrohydrodynamic problems in three dimensions. The 
problem considers a leaky dielectric (weakly conducting) droplet immersed in another 
leaky dielectric fluid under electric field where the non-homogeneous droplet surface 
charge effect is taken into account. Due to the mismatch of electrical properties between 
two fluids, the electric potential satisfying Laplace equation with jump conditions across 
the droplet surface is coupled with the conservation equation for the surface charge 
density. Consequently, we first develop a three-dimensional augmented immersed interface 
method (IIM) which incorporates some known jump conditions naturally along the normal 
direction and check the desired accuracy. Here, the grid based particle method (GBPM) 
is used to track the interface by the projection of the neighboring Eulerian grid points 
so no requirement for stitching of parameterizations nor body fitted moving meshes. 
Within the leaky dielectric framework, the electric stress can be treated as an interfacial 
force so that both the surface tension and electric force can be formulated in a unified 
continuum force in the Navier-Stokes equations. A series of numerical tests have been 
carefully conducted to illustrate the accuracy and applicability of the present method to 
simulate droplet electrohydrodynamics. In particular, we investigate the droplet equilibrium 
dynamics under weak and strong electric fields in detail. It is interesting to find out a 
chaotic tumbling motion with irregular rotating modes which we believe that is the first 
numerical verification to the recent experiments.

© 2019 Elsevier Inc. All rights reserved.

1. Introduction

The study of hydrodynamics driven by an electric field (ElectroHydroDynamics, EHD) has received much attention due to 
its wide industrial applications such as micro-fluidic systems [20], inkjet printing [2], electrospraying [3], just to name a few. 
In particular, a leaky dielectric (weakly conducting) droplet suspended in another leaky dielectric fluid under electric field 
has been extensively studied from different perspectives. In the pioneering work of G.I. Taylor [26], he concluded that the 
equilibrium drop shape can be determined by the balance between the viscous stress and electric stress (which is created 
due to the mismatch of electric properties between two fluids) along the droplet surface. As the flow is initiated by the 
externally applied electric field, the hydrodynamics of the system is affected by the interplay between the hydrodynamic 
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stress, capillary traction due to surface tension, and the normal electric stress. The droplet can be deformed into either a 
prolate or an oblate equilibrium shape with circulatory flows inside the droplet at moderate electric intensity, and the flow 
patterns mainly depend on the electrical conductivity and permittivity of the fluid system. Taylor’s theory was able to predict 
both oblate and prolate shapes and showed a good agreement with experiments in weak electric field. A comprehensive 
review of further theoretical developments based on small-deformation from a spherical drop can be found in [1,21].

However, in the original Taylor’s work, the transient effect of surface charge convection was neglected leading to some 
inconsistent results compared to the experimental findings [9,23,24]. It was found that when the charge relaxation timescale 
for the suspending fluid is shorter than the one of the droplet so the surface charge will accumulate on both sides of the 
droplet surface and the arrangement of surface charge distribution contributes to an oriented electric dipole moment op-
posite to the electric field. In such circumstance, for sufficiently strong electric field, any small perturbation on the surface 
charge will break the equilibrium predicted by Taylor’s model, leading to a favorable consequential rotational flow (electro-
rotation) in order to flip the orientation of the induced dipole along the electric field direction. This stable electrorotational 
motion was also found for an insulated rigid sphere suspending in a weakly conducting fluid (Quincke rotation) [18]. By 
taking the charge convection into account, Ha and Yang [9] experimentally showed that the threshold electric field strength 
is dependent on the drop size as well as the viscosity ratio. He et al. [8] also developed a small deformation theory which 
interprets the experimentally observed non-axisymmetric droplet in a uniform DC electric field. Lanauze et al. [14] imple-
mented a boundary element method in axisymmetric coordinates, and their simulations showed that there is a discrepancy 
between the results obtained with and without charge convection. In [4], Das and Saintillan derived a second-order accurate 
small-deformation theory to predict the axisymmetric drop deformation, and they further implemented a three-dimensional 
boundary integral method mimicking the droplet electrorotation [5]. It is worthy to mention that, by applying a stronger 
electric field beyond the threshold for electrorotation, Salipante and Vlahovska [24] observed that the droplet can even ex-
perience a chaotic rotating motion. To the best of our knowledge, this chaotic phenomenon has not yet been found in any 
other numerical literature but will be firstly investigated and verified in present numerical simulations.

In this paper, we develop a coupled immersed interface and grid based particle method to simulate the dynamics of 
a leaky dielectric droplet with presence of electric field in another leaky dielectric fluid in three dimensions. Unlike our 
previous 2D [6] and axisymmetric work [17], the non-homogeneous droplet surface charge effect is taken into account 
so the electric potential satisfying Laplace equation with jump conditions across the droplet surface is coupled with the 
conservation equation of the surface charge density. We exploit the immersed interface method to solve the potential 
problem since the electric potential and its derivatives can be discontinuous across the droplet surface owing to the different 
electric properties. To discretize the Laplace equation for the electric potential, a simple finite difference method is used so 
that fast direct solver can be applied straightforwardly. We take advantage of using the grid based particle method (GBPM) 
[11] to represent the interface (droplet surface). In the framework of GBPM, the interface is tracked via finding the closest 
points (on the interface) of the Eulerian gird points in a small neighborhood of the surface. In this manner, all geometrical 
quantities (such as the mean curvature and the distance between the grid point to the interface) can be computed accurately 
by a local coordinates construction. Moreover, the correction terms used in immersed interface discretization for electric 
potential requiring the surface derivatives at the closest points can also be done easily in the GBPM setting. As in our 
previous 2D work for droplet and vesicle electrohydrodynamics [6,7], the electric effect is cast as an interfacial electric force 
(the jump of Maxwell stress tensor across the interface) so that the surface tension and electric force can be unified as a 
continuum force in the full Navier-Stokes equations.

The paper is organized as follows. The mathematical model for the droplet electrohydrodynamics within the leaky di-
electric framework with surface charge convection is presented in Section 2. An efficient 3D immersed interface method 
for solving the electric potential equation with jump conditions is introduced and the code verification is performed in 
Section 3. The full numerical algorithm coupling IIM and GBPM for solving the droplet electrohydrodynamics is outlined in 
Section 4. A series of numerical simulations to investigate the droplet equilibrium shapes in weak and strong electric fields 
is given in Section 5. Some concluding remarks and future work are given in Section 6.

2. Mathematical model for droplet electrohydrodynamics

2.1. Setup of the problem

Consider a leaky dielectric droplet immersed in another leaky dielectric fluid under an external electric field E∞ =
(0, 0, E∞). Initially, the droplet is in equilibrium shape as a sphere with minimal surface tension energy. Denoting the 
droplet surface by � which separates the fluid domain inside (�−) and outside (�+) of the droplet so that the entire 
physical domain is � =�− ∪�+ . The fluid electric properties such as conductivity and permittivity are defined by σ and ε, 
respectively. We denote μ− , σ− and ε− as the fluid viscosity, conductivity and permittivity of the droplet, and μ+ , σ+ and 
ε+ of the suspending fluid. The ratios of these three quantities are given by μr =μ−/μ+ , σr = σ−/σ+ , and εr = ε−/ε+ . One 
can see the problem setup as in Fig. 1.

The interface (droplet surface) representation is modeled by the GBPM [11] in which an evolving surface is tracked by 
the combination of Eulerian and Lagrangian approaches. Precisely, the moving interface is represented by a set of meshless 
particles (or Lagrangian markers) which are the closest points obtained by finding the orthogonal projections from the Eu-
lerian grids in a small neighborhood of the surface (see Fig. 2 for 2D illustration). For a point x ∈ �, we use the notation 
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Fig. 1. A leaky dielectric drop suspended in another leaky dielectric fluid under DC electric field. μ− , σ− , ε− correspond to the viscosity, electric conduc-
tivity, electric permittivity of the droplet, and μ+, σ+ , ε+ of the suspending fluid.

Fig. 2. The interface representation based on GBPM. In this case the interface is a circle while the red points denote the Eulerian grid points and the blue 
markers are the closest points (Lagrangian markers) corresponding to those Eulerian grid points. (For interpretation of the colors in the figure(s), the reader 
is referred to the web version of this article.)

xcp as its closest point on the surface �; all interfacial variables will be defined at the set formed by the closest points. Of 
course, one shall resample those closest points when the interface is moving, see the details in [11]. Using such an under-
lying Eulerian grid reference can avoid the re-meshing process for the usual Lagrangian-based tracking method [22,28] and 
is capable of dealing with topological change of interfaces [11]. In addition, we take advantage of GBPM which naturally 
incorporates those closest points originating from Eulerian grids so that the computations of geometrical quantities and 
surface derivatives needed in present immersed interface method can be performed easily. This point will become clear in 
our later discussion.

2.2. Governing equations

As the flow is initiated by the applied electric field, the droplet electrohydrodynamics is determined by the interaction 
between the hydrodynamics, surface tension, and electric stresses defined on the droplet surface �. For simplicity, we 
assume that the drop is neutrally buoyant (the density ρ interior and exterior to the droplet surface are identical) in 
the fluid domain � and the gravitational force is neglected. As aforementioned, the droplet surface � is represented by 
the unstructured Lagrangian markers denoted by X(= xcp). The two-fluid system is governed by the three-dimensional 
dimensionless incompressible Navier-Stokes equations with the applied electric field E∞ as

∂u
∂t

+ (u ⋅ ∇)u = −∇p + 1
Re
∇ ⋅ (2μD) + f in �, (1)

∇ ⋅ u = 0 in �, (2)

∂X
∂t

= u(X, t) on �, (3)
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where u is the fluid velocity, p is the pressure, D = 1
2(∇u +∇uT ) is the deformation tensor. Eq. (3) simply states that the 

Lagrangian markers on the droplet surface move along with the local no-slip fluid velocity u(X, t) = U. Here, the Reynolds 
number is defined by Re = ρa2

μ+T MW
in which a and T MW = ε−+2ε+

σ−+2σ+
stand for the initial droplet radius and Maxwell-Wagner 

polarization time, respectively. The viscosity μ(x) = μr and μ(x) = 1 correspond to its values inside and outside of the 
droplet surface �. The external forcing term consisting of the forces due to the surface tension and electric stress is given 
by

f(x, t) = ( 1
Re Ca

Fγ +
1

Re Ma
FE)δ(d(x, t)), (4)

where δ stands for the Dirac delta function and d is the signed distance function measuring from x to its closest point 
xcp on the surface. Notice that in the present model, this singular force is treated in a sense of continuum surface force 
in the entire physical domain � thus f(x) is simply evaluated by f(xcp). The dimensionless capillary number is given by 
Ca = μ+a

γ T MW
with the surface tension γ and the Mason number Ma = μ+

ε+T MW E2
∞

. The above non-dimensionalization can be 
found in [5].

The surface tension force in Eq. (4) reads

Fγ = −2Hn, (5)

where H is the mean curvature and n is the unit outward normal vector on �. The electric stress in a dielectric medium 
under an electric field is given by the Maxwell stress tensor which takes the form [15]

ME = ε(E⊗ E− 1
2
(E ⋅ E)I) . (6)

Since the permittivity ε and electric field E are discontinuous across the droplet surface, as in our previous work for the 
two-dimensional droplet and vesicle electrohydrodynamics [6,7], the electric effect can be regarded as an interfacial force 
arising from the normal jump of the Maxwell tensor. That is,

FE = ⟦ME ⋅ n⟧ = (M+E −M−E ) ⋅ n, (7)

where the bracket ⟦⋅⟧ stands for the jump of the quantity approaching from the �+ side to the �− side. In the following 
subsection, we will address how to find the electric field E in the domain �.

2.3. Leaky dielectric model with surface charge convection

Since both fluids occupying interior and exterior domain of the droplet are weakly conducting dielectric mediums, we 
adopt the leaky dielectric model proposed by G.I. Taylor [15]. That is, we assume the charge relaxation time is much shorter 
compared to the characteristic fluid relaxation time. Consequently, the electric field is quasistatic and irrotational (∇ ×E = 0), 
and can be expressed in terms of E = −∇φ, in which φ is the electric potential satisfying the Laplace equation

�φ = 0 in �/�. (8)

The above Laplace equation is accompanied with the vanished jump condition due to continuity of the electric potential 
across the interface

⟦φ⟧ = 0 on �. (9)

Unlike the previous work for 2D [6] and axisymmetric [17] droplet case in which the normal component of ohmic 
current J = σE is assumed to be continuous across the interface (i.e. ⟦σ∇φ ⋅n⟧ = ⟦σφn⟧ = 0, φn is the shorthand notation for 
∇φ ⋅ n throughout), here we take the imbalanced ohmic current due to the surface charge convection into account. Thus, 
the conservation of surface charge density can be written as

D Q s

Dt
+ (∇s ⋅U)Q s =

1
ReE

⟦σφn⟧ on �, (10)

where the surface charge density is defined as Q s = −⟦εφn⟧ and ReE = ε+

σ+T MW
is the electric Reynolds number. The material 

derivative is defined by D
Dt =

∂
∂t + u ⋅ ∇ and ∇s⋅ is the surface divergence operator. While the simplified Taylor’s model (by 

assuming ⟦σφn⟧ = 0) only leads to a toroidal flow inside of the droplet thus attaining axisymmetric equilibrium shapes, 
recent experimental results [23,24] have revealed that the spontaneous rotational flow with non-axisymmetric shape can 
be found for the droplet under stronger electric field in which the surface charge convection plays a significant role. This 
is exactly what we pursue in this paper and is the major difference between the present work and our previous 2D and 
axisymmetric results in [6,17]. The remaining issue is how to solve the elliptic interface problem in Eq. (8) subject to the 
jump conditions in Eqs. (9)-(10).
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Fig. 3. The seven-point Laplacian at the irregular point xi jk .

3. A 3D immersed interface method for solving elliptic interface problem

The immersed interface method is known to be a sharp interface method being capable of capturing the solution dis-
continuity across interfaces, see the book [13] for more details and its wide applications. In this section, we aim to develop 
a numerical method based on IIM framework to solve the potential satisfying the Poisson equation with general inhomoge-
neous jump conditions as

�φ = f in �, ⟦φ⟧ = g, ⟦εφn⟧ = w on �. (11)

Notice that, here we assume both the jump discontinuities are given on � (rather than coupled with the time-evolutional 
equation as in Eq. (10) where ⟦εφn⟧ is not known a priori). The present 3D immersed interface method for solving Eq. (11)
is extended mainly from the one developed in [29,6] for two dimensions. Despite with a similar spirit to our 2D counterpart, 
the fully 3D numerical scheme bears more complicated implementation details such as finding the projection of grid points 
on the surface and evaluating the Laplace-Beltrami operator on the surface as we can see later.

To proceed, let us first layout a uniform Cartesian grid in the computational domain �h with the mesh width h =�x =
�y =�z for simplicity. The grid point xi jk is located at the cell center where the discrete solution φi jk = φ(xi jk) is defined. 
The embedding interface (or surface) � cuts through some grid cells so the potential solution is not smooth across the 
interface. We categorize the grid point as either a regular or irregular point. For a regular point, it means that the standard 
seven-point Laplacian discretization (denoted by �h) in Eq. (11) does not cut through the interface so the second-order local 
truncation error is achieved. On the other hand, at an irregular point, the seven-point Laplacian cuts through the interface 
so the used grid points involve both inside and outside of the interface (see Fig. 3, for instance). Since the solution and 
its derivatives have jump discontinuities across the interface, a correction for the Laplacian discretization is needed at the 
irregular point to maintain the desired accuracy. As a result, the discretization for the Poisson equation in Eq. (11) at a grid 
point xi jk can be generally written in the form of

�
h
φi jk +

Cijk

h2 = f i jk in �
h
, (12)

where the term Cijk is the correction and is nonzero only at irregular points.
Next, let us describe what the correction term should be at this particular irregular point as depicted in Fig. 3. When we 

apply the seven-point Laplacian to xi jk , only the grid point x belongs to the different side of the interface so the correction 
of discretization arises only from the point x. (More points in different side are similarly treated in a point-by-point manner.) 
By applying Taylor’s expansion at the closest point xcp (the projection point of x on the interface) along the normal direction, 
one can easily derive the correction term as

Cijk = ⟦φ⟧ + d⟦φn⟧ +
d2

2
(⟦ f ⟧ − 2H⟦φn⟧ −�s⟦φ⟧)













xcp

, (13)

where d = d(x), and H is the mean curvature of the interface. Notice that, the closest point xcp and the mean curvature at 
xcp can be evaluated easily using the present GBPM to represent the interface. (This is one of the reason why we choose 
GBPM to represent the interface in this paper.) It can be seen that the seven-point Laplacian discretization in Eq. (12) with 
the correction term in Eq. (13) gives second-order accuracy at regular points whereas only first-order accuracy at irregular 
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Fig. 4. The normal derivative of φ
+

n (y) is computed by one-sided extrapolation using the values of φ(y1), φ(y2) and φ(y3).

ones. Notice that the correction involves the computation of the surface Laplacian (or Laplace-Beltrami) operator �s⟦φ⟧ at 
closest points, this step can be conveniently done via a normal extension to the jump ⟦φ⟧ with second-order accuracy, see 
the closest point method in [19] for detailed implementations.

Since all the terms on the righthand side of Eq. (13) are basically available except the normal derivative jump ⟦φn⟧ at 
the closest point xcp , it is quite natural to relate the given jump condition ⟦εφn⟧ with ⟦φn⟧ using either one of the formulas 
as in [12]

φ
+
n +

ε−

⟦ε⟧⟦φn⟧ =
⟦εφn⟧
⟦ε⟧ if εr(= ε

−/ε+) > 1, or φ
−
n +

ε+

⟦ε⟧⟦φn⟧ =
⟦εφn⟧
⟦ε⟧ if εr < 1. (14)

Here φ+n and φ−n are both normal derivatives at the closest point xcp = y approaching from the outside and inside of the 
interface, respectively. For succinctness, we will just describe how to approximate the outer normal derivative φ+n in the 
following since the similar approximation can be applied to φ−n too. Here, we use the one-sided extrapolation formula in 
[29] to approximate the outer normal derivative as

φ
+
n (y) = −5φ(y1) + 8φ(y2) − 3φ(y3)

2h
, (15)

where y� = y + �hn(y) for � = 1, 2, 3 and n(y) is the outward normal vector at y, see the illustration in Fig. 4. One can 
carefully check that the above extrapolation for the derivative gives a local truncation error of magnitude O(h2). However, 
the values of φ(y�) obviously do not coincide with grid values φi jk , hence a local second-degree Lagrange interpolation 
must be adopted to find φ(y�) using the grid values φi jk nearby y� . (Notice that, the error induced by the interpolation is 
O(h3) leading to a consistent truncation error O(h2) in Eq. (15)). It might be possible that the Lagrange interpolation at 
y� adopts the grid point values lying on different side of the interface, especially when the closest point y locates at a high 
curvature region. For instance, the grid points used to interpolate φ(y1) fall into both sides of the interface. Then we have 
to choose the grid points that are slightly away from y1 but fall into the same side of the interface so that the Lagrange 
polynomial of degree two can be constructed. In practice, one can just use the same grid points to interpolate φ(y1) and 
φ(y2) to simplify the interpolating process since y2 appears to be further away from the interface than the interpolating 
point y1.

3.1. Implementation details

Let us denote  and � by the solution vectors formed from φi jk and ⟦φn⟧xcp , respectively. The discrete equation (12)
with the correction term (13) results in a matrix equation as

A+ C� = F , (16)

where A is the matrix version of seven-point Laplacian, and C is the formal matrix operator involving the correction term 
described previously. The righthand side vector F simply results from f i jk , the boundary conditions for φ, and those given 
correction terms related to ⟦φ⟧ and ⟦ f ⟧ at closest points. At closest points, the discretization for Eq. (14) is represented by

B±+ ε∓
� = W , (17)
⟦ε⟧
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Fig. 5. Three chosen surfaces: (a) A sphere. (b) An ellipsoid. (c) A peanut-like surface.

where B+ and B− denote the formal matrices arising from the one-sided normal derivative approximation (introduced in 
previous subsection) along the outward and inward directions, respectively. Combining Eq. (16) and (17), the resultant linear 
system becomes

⎡⎢⎢⎢⎣

A C

B± ε∓

⟦ε⟧
I

⎤⎥⎥⎥⎦
[

�
] = [ F

W
] . (18)

In practice, we do not form the matrices A, B± and C explicitly as we can see from the following iterative procedure 
of our linear system solver. The above linear system is solved by Schur complement technique (after some careful matrix 
calculations) via the following three steps:

Step 1. Apply one fast Poisson solver to obtain the intermediate solution ∗ in

A
∗ = F .

Step 2. Apply GMRES iterative method to solve � in

(B±A−1C − ε∓

⟦ε⟧ I)� = B±∗ −W .

Here, we set the stopping criteria for GMRES iteration as h2/100 to ensure the second-order accuracy can be 
achieved.

Step 3. Apply one fast Poisson solver to obtain  in

A = F − C�.

The overall computational cost for Steps 1-3 in our present scheme can be evaluated in terms of the number of fast Poisson 
solver being applied.

3.2. Numerical accuracy and efficiency study

We demonstrate the numerical accuracy and efficiency of the developed 3D immersed interface method by solving 
Eq. (11) with the following analytical solution in � = [−1, 1]3

φe(x, y, z) = {
exp(x+ y + z) if x ∈�−,

sin(x) sin(y) sin(z) if x ∈�+.

Here, we choose three different shapes of interface � to separate �− and �+ as depicted in Fig. 5 and listed below:

1. A spherical surface centered at the origin with radius 0.5.
2. An ellipsoidal surface centered at origin with semi-principal axes of length 0.7, 0.5 and 0.3.
3. A peanut-like surface parameterized as [32]

⎧⎪⎪⎨⎪⎪⎩
(2r(β)cosθ,2r(β) sinθ,

4
5

sinβ)













θ ∈ [0,2π],β ∈ [−π

2
,
π

2
]
⎫⎪⎪⎬⎪⎪⎭

where r(β) = (0.0414+ 0.4006 sin2 β − 0.2246 sin4 β) cosβ .
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Fig. 6. The mesh refinement results with different surfaces: sphere (‘○’), ellipsoid (‘▷’), peanut-like surface (‘◻’). The inset of each figure shows the iteration 
number of GMRES with different N . (a) εr = 10−2. (b) εr = 10−1. (c) εr = 10. (d) εr = 102.

Once the analytic solution φe , the interface �, and the piecewise constant coefficients ε are given, one can easily compute 
the corresponding righthand side function f and the jump conditions g and w from Eq. (11) that are needed in our test 
inputs.

The computational domain is set by �h = [−1, 1]3 and N denotes the grid size thus the mesh width is h = 2/N in x-, y-, 
and z-directions. The Dirichlet boundary condition is imposed on the boundary ∂� just for convenience. Other boundary 
conditions such as Neumann condition used in later applications can be implemented without any difficulty. Let φh and 
φe be the numerical and analytical solution, respectively. The mesh refinement results are shown in Fig. 6 with different 
coefficient ratios εr = ε−/ε+ = 10−2, 10−1, 10 and 102. The errors for the case of a sphere, an ellipsoid, and a peanut-like 
surface are denoted by the circle (‘○’), triangle (‘▷’) and square (‘◻’) markers, respectively. The black solid line in the figure 
stands for the rate with second-order convergence. As one can see, the maximum norm error ∥φh − φe∥∞ converges with 
second-order accuracy as increasing the grid size for all cases. Different chosen surfaces only produce a small deviation of 
the errors showing the applicability of the proposed method. The number of GMRES iteration versus grid size for all cases 
are depicted in the inset of each sub-figure. One can immediately see that the iteration number becomes steady or slightly 
increasing when the grid size doubles indicating the efficiency of the present method. Notice that, the criterion of choosing 
the relating formula based on the coefficient εr (either greater or smaller than one) in Eq. (14) is critical. If we violate 
the criterion and choose the formula otherwise, then the GMRES iteration number will be linearly increased as the grid 
size doubles. We have run all the tests in Fig. 6 again by reversing the choice (for instance, use φ+n +

ε−

⟦σ⟧
⟦φn⟧ = ⟦εφn⟧

⟦ε⟧
if 

εr < 1). Although the second-order convergence can still be achieved, the number of GMRES iteration increases significantly 
(compared to the results in Fig. 6), especially when εr is larger or smaller. The detailed numerical comparisons are omitted 
here.

4. Numerical algorithm for solving droplet electrohydrodynamics

In this section, we introduce the entire numerical algorithm for solving the electrohydrodynamic system of Eqs. (1)-(10). 
The computational domain is set as a cuboid � = [a1, a2] ×[b1, b2] ×[c1, c2]. Within this domain, a uniform lattice grid with 
mesh width h is employed. The velocity components u, v and w are defined at usual staggered grid as

(xi−1/2, y j, zk) = (a1 + (i − 1)h,b1 + ( j − 1/2)h,c1 + (k − 1/2)h),
(xi, y j−1/2, zk) = (a1 + (i − 1/2)h,b1 + ( j − 1)h,c1 + (k − 1/2)h),
(xi, y j, zk−1/2) = (a1 + (i − 1/2)h,b1 + ( j − 1/2)h,c1 + (k − 1)h),

while the pressure p and electric potential φ are defined at the cell center labeled as

(xi, y j, zk) = (a1 + (i − 1/2)h,b1 + ( j − 1/2)h,c1 + (k − 1/2)h).

Notice that, the Cartesian grid points used by GBPM to represent the surface are all chosen at cell center points xi jk =
(xi, y j, zk); all interfacial variables will be defined at the resulting closest points generated by xi jk within a narrow band 
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nearby the surface. The signed distance function, normal vector, and mean curvature of the surface can be easily obtained 
by GBPM.

Let �t be the time step size, and n be the time step index. At the beginning of each time step tn = n�t , the fluid velocity 
un , the interface position Xn , the surface charge density Q n

s (= Q s(Xn, n�t)), and all geometrical quantities on the droplet 
interface �n are computed and given. The advance for one time step can be summarized as follows.

1. Solve the electric potential φn with the given jump conditions ⟦φ⟧ = 0 and ⟦εφn⟧ = −Q n
s by the proposed immersed 

interface method in Section 3.
2. Compute the electric field En = −∇hφn at all closest points and then use them to compute M+E and M−E to obtain the 

electric force Fn
E . Notice that we apply the standard central difference to compute ∇hφn using the computed solutions 

of two adjacent grid points, which requires a correction at irregular points. This step can be done straightforwardly 
since the jump ⟦φn⟧n is also solved in Step 1. After obtaining ∇hφn at all grid points, we interpolate these values at the 
closest points on �n .

3. Compute the surface tension force Fn
γ and electric force Fn

E . Recall that, both singular forces are defined in continuum 
sense along normal direction so that the total force is computed by

fn(xi jk) = (
1

Re Ca
Fn
γ +

1
Re Ma

Fn
E)δh(d(xi jk, tn)),

where the smooth version of delta function δh is chosen as in [31]. Since the force fn is defined at the cell center xi jk , 
we need to further interpolate the value at the corresponding velocity grid point used in the following Navier-Stokes 
solver.

4. Solve the Navier-Stokes equations by the first-order accurate projection method [30] as follows:

u∗ − un

�t
+ (un ⋅ ∇h)un = −∇h pn + 1

Re
(μ∗�hu∗ −μ

∗
�

hun +∇h ⋅ (2μD)n) + fn
,

�
h p∗ = 1

�t
∇h ⋅ u∗, ∂ p∗

∂n
∣
∂�

= 0,

un+1 = u∗ −�t∇h p∗, ∇h pn+1 =∇h pn +∇h p∗ − μ∗�t
Re

�
h(∇h p∗),

where μ∗ =max(1, μr). One can immediately see that the above discretization involves solving constant coefficient 
elliptic equations for the intermediate velocity u∗ and the pressure increment p∗ which can be done efficiently by 
using FFT or fast direct solvers. The viscosity function μ(x) can be calculated through the harmonic averaging [27] as

1
μ(x) =

Hh(d(x))
1

+ 1− Hh(d(x))
μr

, Hh(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if x < −2h,
1
2 +

x
4h +

1
2π sin(πx

2h ) if − 2h ≤ x ≤ 2h,

1 if x > 2h.

Here Hh is the discrete Heaviside function.
5. Interpolate the new velocity un+1 at the Lagrangian markers Xn to obtain Un+1. Eq. (10) is solved by an operator 

splitting technique; that is, we first find the intermediate surface charge Q ∗s by

Q ∗s − Q n
s

�t
+ (∇h

s ⋅Un+1)Q ∗s =
1

ReE
⟦σφn⟧n

,

and then transport Q ∗s along Un+1 (D Q /Dt = 0) as we shall see in next step. Notice that Q ∗s is defined at Xn . The 
computation of the term ∇h

s ⋅Un+1 can be simply done by the closest point method, see [19] for detail.
6. Advance the Lagrangian markers to the new interface position Xn+1 and then resample the closest points (see the detail 

in [11]). Next, update the surface charge by assigning Q ∗s to Q n+1
s (Xn+1) at the new interface position.

5. Numerical results

In this section, a series of numerical simulations are performed for the droplet EHD system. We adopt the experimental 
setup of characteristic physical quantities as in [8,23]. In each simulation, unless otherwise stated, we use the electric 
permittivity ε+ = 4.6927 × 10−11 F/m and ε− = 2.6563 × 10−11 F/m; the electric conductivity σ+ = 4.5 × 10−11 S/m and 
σ− = 1.23 ×10−12 S/m; the fluid viscosity μ+ = 0.69 Pa s and μ− = 9.74 Pa s; the density ρ = 971 kg/m3; the surface tension 
γ = 4.5 × 10−3 N/m. The electric field intensity E∞ is taken in the range from 8.0339 × 104 to 8.0339 × 105 V/m. Referring 
to the above physical parameters, we obtain the dimensionless numbers μr = 14.1, σr = 0.0273, εr = 0.566, ReE = 0.79, 
Ma = 0.01725 ∼ 1.725.

It is worthy to mention that, under the present setup (σr, εr) = (0.0273, 0.566) with moderate Ma numbers, the droplet 
attains an equilibrium oblate shape while the induced circulatory flow inside the first quadrant of the x-z plane is clock-
wise (from the pole to the equator) similar to Taylor’s asymptotic result. However, the recent experimental findings [23,24]
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Fig. 7. The droplet deforms into an ellipsoid-like surface due to the external electric field. The length of major and minor axis are given by L A and LB

respectively. Here θ represents the inclination angle of the droplet.

Fig. 8. Time evolutional profiles for the droplet deformation and surface charge density distribution (denoted by color codes) at χ = 0.8. Equilibrium oblate 
shape is obtained at T ∼ 50.

showed that a spontaneous electrorotation can take place if the intensity of the external electric field is sufficiently large. 
This symmetry breaking is due to the charge relaxation time TC = ε/σ for the bulk fluid is shorter than the one in droplet 
(T+C < T−C , which is equivalent to the condition σr < εr ). Consequently, the induced electric dipole moment is in opposite 
direction to the electric field leading to an unfavorable surface charge distribution. Hence, the droplet begins to rotate in 
order to flip the orientation of the induced dipole along the electric field direction. The similar instability was experimen-
tally found by Quincke [18] for a rigid spherical particle suspended in a weakly conducting fluid. The critical electric field 
intensity for Quincke rotation was derived in [10,16] as

E Q =
%
&&' 2σ+μ+(σr + 2)2

3ε+ε−(1−σr/εr)
.

The critical value for E Q in the present case is 2.67 × 105 V/m. We further define the dimensionless electric field intensity 
χ = E∞/E Q describing the ratio between the applied and critical electric field for Quincke rotation.

Throughout this paper, all numerical simulations are performed in the dimensionless manner. So initially, we put a unit 
spherical drop in a quiescent flow with the computational domain �h = [−4, 4]3. (Note that, the dimensionless length is 
scaled by the realistic droplet radius a in the paper.) The no-slip boundary condition for the velocity (u∣∂� = 0) is imposed 
on each wall; the boundary condition for the electric potential is subjected to φ = −z (Dirichlet) on z = ±4 so the applied 
electric field is pointing upward along the z direction. The zero Neumann condition is imposed on x = y = ±4. We set the 
grid size N = 128 (thus h = 8/N) and the time step �t = h/4 unless otherwise stated. Each simulation is terminated when 
the EHD system attains an equilibrium. It is worth mentioning that the domain confinement might affect the equilibrium 
shape of droplet behavior [25]. In order to properly compare our present simulations with the theoretical and experimental 
findings in the literature, the present system is set to be a weak confinement with confinement ratio 0.25 (defined by 2a/L
with channel height L). In the following, we will investigate the effect of applied electric field and viscosity ratio on droplet 
electrodeformation by the numerical algorithm presented in previous section.

5.1. Effect of electric field intensity

We begin by investigating the effect of electric field intensity with χ = 0.8 and 1.2. In this case, the initial radius of the 
droplet is set by a = 1.25 mm (corresponding to Re = 1.666 × 10−3 and Ca = 1.452 × 10−1). The deformation factor of the 
droplet is measured by

D f =
L A − LB

L A + LB
,

where L A and LB denote the length of the major and minor axis for the droplet correspondingly (see Fig. 7). By setting 
χ = 0.8, as seen in Fig. 8, the droplet is elongated due to the electric force and reaches a stable equilibrium of oblate 
shape at T ∼ 50. The cross-sectional view of the stream line and flow quiver on y-z plane are further depicted in Fig. 9. 
The circulatory flow pattern is formed inside of the droplet and flows from the pole to the equator of the droplet. This 
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Fig. 9. The cross-sectional view of the flow pattern on the y-z plane at T = 50 with χ = 0.8.

Fig. 10. Time evolutional profiles for the droplet deformation and surface charge density distribution (denoted by color codes) at χ = 1.2. The droplet 
undergoes a rotational flow and adopts an oblique ellipsoid-like shape as its equilibrium at T ∼ 50.

Fig. 11. The cross-sectional view of the flow pattern on the y-z plane at T = 50 with χ = 1.2.

flow behavior is predicted by Taylor’s leaky dielectric theory. Upon increasing larger χ = 1.2, a bifurcation takes place 
in which the strong electric field leads to a symmetry breaking of the EHD system. In this scenario, the electric dipole 
moment is aligned inversely with the electric field, resulting in a spontaneous electrorotation as equilibrium and the droplet 
is oblique with the tilted angle θ measured by the droplet major axis and the y-axis (see Fig. 7). The time-evolutional 
electrodeformation of the droplet and distribution of surface charge density are shown in Fig. 10. One can clearly see the 
stationary rotational flow pattern inside the droplet in Fig. 11.
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Fig. 12. a = 0.25 mm (‘○’); a = 0.75 mm (‘▷’); a = 1 mm (◇); a = 1.25 mm (‘◻’); the experiment results [8] with a = 1 mm (‘×’). (a) The deformation factor 
D f versus χ . Solid lines denote the results obtained from Taylor’s theory [1]. (b) The tilt angle θ of the droplet versus χ .

Fig. 13. (a) The deformation factor D f versus χ . (b) The tilt angle θ of the droplet versus χ . μr = 14.1 (‘○’); μr = 1.41 (‘▷’).

Moreover, we run a series of numerical simulations with different droplet radius a = 0.25, 0.75, 1, 1.25 mm to find the 
deformation factor and tilt angle as function of χ . From Fig. 12(b), the critical electric intensity χc for a = 0.25 mm almost 
coincides with the critical value (χc ∼ 1) for Quincke rotation. One can further see that as the droplet radius a increases, 
the critical value χc for electrorotation decreases accordingly. This tendency is completely consistent with the experimental 
results in [9]. More specifically, we plot the deformations obtained by the small deformation theory in [1] with the solid 
lines in Fig. 12(a). It shows that our numerical solutions agree with the theoretical predictions very well in Taylor’s regime 
when χ is smaller than one, whereas the droplets continue to deform monotonically due to the straining flow when χ
exceeds the critical values. Physically speaking, increasing the strength of the electric field χ enhances the electric torque, 
thus the tilt angle is increased. This can be found for the all cases in Fig. 12(b).

For comparison, we extract the experimental data obtained from the reference [8] for the case of a = 1 mm. One can see 
from Fig. 12(a) that the deformation factor obtained from the numerical result matches well with the one obtained from the 
experimental data when the dimensionless electric intensity χ is smaller than one. However, some deviation appears when 
χ is greater than one and the deviation gets smaller when χ becomes larger. In Fig. 12(b), the numerical and experimental 
results about the tilt angle θ versus the electric intensity χ show a similar tendency as in Fig. 12(a), but both results have 
a better agreement when χ is large.

5.2. Effect of the viscosity contrast

Now we study the effect of viscosity contrast by repeating the numerical simulations in previous subsection with differ-
ent viscosity ratios μr = 14.1 and 1.41 (for the case μr = 1.41 we take �t = h/8 to maintain the numerical stability). We set 
the initial droplet radius a = 0.25 mm. The deformation and tilt angle with different electric field intensity χ are shown in 
Fig. 13 where the circles (‘○’) give the result obtained by μr = 14.1 and triangles (‘▷’) for μr = 1.41. In Fig. 13(b), one can 
immediately see that the critical threshold χc to reach electrorotation for the less viscous droplet (μr = 1.41) is larger than 
the critical one for the more viscous droplet μr = 14.1. The droplet is elongated beyond the threshold while the smaller 
μr = 1.41 gives a profound deformation compared to the larger μr = 14.1 as shown in Fig. 13(a). Again the droplet tilt 
angle at equilibrium is monotonically increasing with χ for both μr . The tendency of the curve θ(χ) in Fig. 13(b) agrees 
qualitatively with the experimental results in [23].
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Fig. 14. Transient behavior of the droplet under strong electric field χ = 5; the color coding shows the surface charge density. (a) μr = 50: the transient 
droplet motion is shown in a single period. (b) μr = 14.1: the chaotic tumbling motion is found.

5.3. Chaotic electrodynamics under strong electric field

In this subsection, we further increase the electric field to see how the droplet behaves. We enhance the electric field 
strength to χ = 5 and again set the initial droplet radius a = 0.25 mm. To maintain the numerical stability due to the strong 
electric field, we set the time step �t = h/16. We investigate the effect of varying viscosity contrast by setting μr = 50 and 
μr = 14.1. Fig. 14 shows the snapshots of the surface charge distribution and electrodeformation of the droplet at different 
times. It is interesting to see that, at high viscosity ratio μr = 50, the droplet undergoes a periodic shape changing and 
tumbling motion (the period is approximately 3.164). Whereas for the low viscosity case μr = 14.1, the shape of droplet 
varies with time and no certain pattern of droplet motion behavior can be recognized; the ellipsoidal droplet tumbles while 
irregularly reverses its direction of rotation.

To investigate more carefully, for the both cases, we plot the phase diagram for the deformation and tilt angle 
(D f (t), θ(t)) in polar coordinates for 10 ≤ t ≤ 100 (the r-axis denotes the magnitude of D f (t) and the θ -axis represents 
the tilt angle θ(t)). As seen in Fig. 15, the phase portrait of the periodic motion for the case of μr = 50 converges to a limit 
cycle. While in the case of viscosity ratio μr = 14.1, the trajectory of the orbit passes through the r − θ space and is quite 
dense in the map. This kind of characteristic chart indicates that the present EHD system can be chaotic under a strong 
electric field (if the droplet undergoes a stable electrorotation, there will be a single point in the map). As known, chaotic 
phenomena for fluid motions are common only when the Reynolds number is large. However, in our current droplet under 
electric field setting, the fluid electrohydrodynamic system in Stokes regime can undergo chaotic behavior too. To the best 
of our knowledge, this is the first numerical result showing this kind of chaotic behavior for the droplet rotation under 
strong electric field which is also observed in experiments [24].

6. Conclusions

In this paper, we have combined the immersed interface method (IIM) and grid based particle method (GBPM) to simu-
late droplet electrohydrodynamics in three-dimensional Navier-Stokes leaky dielectric fluids. The electric potential is solved 
numerically by an augmented IIM which incorporates the jump conditions naturally along the normal direction so that 
the involving correction terms in the IIM can be easily computed thanks to the GBPM representation. The electric effect 
is treated as an interfacial force with a normal jump due to the Maxwell stress on the surface. Hence, the droplet elec-
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Fig. 15. Phase diagram for (D f (t), θ(t)) for 10 ≤ t ≤ 100 in polar coordinates at χ = 5. (a) μr = 50. (b) μr = 14.1.

trohydrodynamics can be cast by the Navier-Stokes equations with external forcing term written in a continuum sense. To 
carefully verify our numerical algorithms, we first check the accuracy of the present immersed interface method for solv-
ing the electric potential. We further investigate how the electric field and viscosity contrast affect the droplet dynamics in 
equilibrium. By imposing the droplet to a strong electric field, we find that the droplet undergoes a chaotic tumbling motion 
with oscillatory deformations. In the future, we shall give a systematic study on the route to chaos for this EHD system and 
explore the multiple droplets interaction by our proposed method.
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