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#### Abstract

Consider an inextensible closed filament immersed in a 2D Stokes fluid. Given a force density $\boldsymbol{F}$ defined on this filament, we consider the problem of determining the tension $\sigma$ on this filament that ensures the filament is inextensible. This is a subproblem of dynamic inextensible vesicle and membrane problems, which appear in engineering and biological applications. We study the well-posedness and regularity properties of this problem in Hölder spaces. We find that the tension determination problem admits a unique solution if and only if the closed filament is not a circle. Furthermore, we show that the tension $\sigma$ gains one derivative with respect to the imposed line force density $\boldsymbol{F}$ and show that the tangential and normal components of $\boldsymbol{F}$ affect the regularity of $\sigma$ in different ways. We also study the near singularity of the tension determination problem as the interface approaches a circle and verify our analytical results against numerical experiment.
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## 1 Introduction

### 1.1 Motivation and model formulation

Fluid-structure interaction problems in which thin elastic structures interact with the surrounding fluid find many applications throughout the natural sciences and engineering $[8,12,13,25,32,39]$. One of the simplest of such problems is the 2D Peskin problem, in which a 1D closed elastic structure is immersed in a 2D Stokes fluid. There have been extensive computational studies of this and related problems [3,17,26,27,35]. More recently, the 2D Peskin problem has been studied analytically in [4,9,23,31,36]. In an important variant of this problem, the elastic structure is assumed to be inextensible, motivated in particular by the properties of lipid bilayer membranes. This and related problems have been studied computationally by many authors as models for red blood cells and artificial membrane vesicles [24,25,30,34,38,39]. A distinguishing feature of such inextensible interface problems is that the unknown tension $\sigma$ must be found as part of the problem. The tension $\sigma$ plays a role analogous to the pressure in incompressible flow problems. In this paper, we consider the static problem of determining the tension $\sigma$
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of a 1D inextensible interface immersed in a 2D Stokes fluid given a prescribed interfacial force density $\boldsymbol{F}$.
Before we state our problem, let us first consider the following dynamic problem. Let $\Gamma_{t}$ denote a sufficiently smooth simple curve that depends on time $t$ which partitions $\mathbb{R}^{2}$ into the interior region $\Omega_{1}$ and its complement $\Omega_{2}=\mathbb{R}^{2} \backslash\left\{\Omega_{1} \cup \Gamma_{t}\right\}$. The velocity field $\boldsymbol{u}$ and $p$ satisfy the Stokes equations in $\mathbb{R}^{2} \backslash \Gamma_{t}$

$$
\begin{align*}
-\Delta \boldsymbol{u}+\nabla p=0 & \text { in } \mathbb{R}^{2} \backslash \Gamma_{t}  \tag{1}\\
\nabla \cdot \boldsymbol{u}=0 & \text { in } \mathbb{R}^{2} \backslash \Gamma_{t} \tag{2}
\end{align*}
$$

We have assumed that the viscosity of the interior and exterior fluids are the same and normalized to 1 . We let $\Gamma_{t}$ be inextensible. Parametrize $\Gamma_{t}$ as $X(s, t)$ where $s$ is both an arclength and Lagrangian parametrization of the curve. For definiteness, we assume that the parametrization is in the counter-clockwise direction along the curve $\Gamma_{t}$. Since $s$ is the arclength parameter, we have

$$
\begin{equation*}
|\boldsymbol{\tau}|=1, \boldsymbol{\tau}=\partial_{s} \boldsymbol{X} \tag{3}
\end{equation*}
$$

where $\partial_{s}$ is the partial derivative with respect to $s$ and $\boldsymbol{\tau}$ is the unit tangent vector on $\Gamma_{t}$. We assume, without loss of generality, that the length of the string is $2 \pi$ so that $s \in \mathbb{S}^{1}=\mathbb{R} /(2 \pi \mathbb{Z})$. We impose the following interface conditions on $\Gamma_{t}$ to the Stokes equations (1) and (2)

$$
\begin{align*}
\llbracket \boldsymbol{u} \rrbracket & =0 \quad \text { on } \Gamma_{t},  \tag{4}\\
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket & =\mathcal{F}[\boldsymbol{X}]+\partial_{s}(\sigma \boldsymbol{\tau}), \quad \text { on } \Gamma_{t}, \tag{5}
\end{align*}
$$

where $\mathbb{I}$ is the $2 \times 2$ identity matrix and $\boldsymbol{n}$ is the unit normal vector on $\Gamma_{t}$ pointing outward (from $\Omega_{1}$ to $\Omega_{2}$ )

$$
\boldsymbol{n}=\partial_{s} \boldsymbol{X}^{\perp}=\mathcal{R}_{\pi / 2} \boldsymbol{\tau}=\mathcal{R}_{\pi / 2} \partial_{s} \boldsymbol{X}, \quad \mathcal{R}_{\pi / 2}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) .
$$

In the above, $\llbracket \cdot \rrbracket$ denotes the jump in the enclosed value across $\Gamma_{t}$

$$
\llbracket f \rrbracket:=\left.f\right|_{\Omega_{1}}-\left.f\right|_{\Omega_{2}} .
$$

Thus, Eq. (4) enforces continuity of the velocity field and (5) specifies the jump in stress across the interface $\Gamma_{t}$. Note that the interfacial force given in the right hand side of (5) consists of two terms. The first term $\mathcal{F}$ is a mechanical force determined by the configuration of $\boldsymbol{X}$. A typical choice is to let the string generate a bending force

$$
\begin{equation*}
\mathcal{F}[\boldsymbol{X}]=-\partial_{s}^{4} \boldsymbol{X} \tag{6}
\end{equation*}
$$

The second term in the right hand side of (5) is a tension force that ensures where the tension $\sigma(s, t)$ is to be determined as part of the problem to enforce the inextensibility constraint. The string position moves with the local fluid velocity

$$
\begin{equation*}
\partial_{t} \boldsymbol{X}(s, t)=\boldsymbol{u}(\boldsymbol{X}(s, t), t), \tag{7}
\end{equation*}
$$

where $\partial_{t}$ is the partial derivative with respect to $t$, so the inextensibility constraint can be written as

$$
\begin{equation*}
\partial_{t}\left|\partial_{s} \boldsymbol{X}\right|^{2}=2 \partial_{s} \boldsymbol{X} \cdot \partial_{t} \partial_{s} \boldsymbol{X}=2 \boldsymbol{\tau} \cdot \partial_{s} \boldsymbol{u}=0 \tag{8}
\end{equation*}
$$



Fig. 1 Schematic diagram for the tension determination problem

The above condition is equivalent to (3) assuming that the initial parametrization is with respect to arclength. To specify the problem completely, we finally impose the condition that $\boldsymbol{u} \rightarrow 0$ and that $p$ be bounded as $|\boldsymbol{x}| \rightarrow \infty$.
The above dynamic problem has been considered, from modeling and computational points of view, by different authors primarily as a 2D mechanical model for red blood cells in flow $[5,11,29,32]$. We also point out that the problem of finding the steady states of the above dynamic problem, taking $\mathcal{F}$ as in (6), reduces to the problem of finding the minimizers of the Willmore energy under a perimeter and interior area constraint. This constrained minimization problem and its 3D counterpart have been studied by many authors $[6,33,38]$.
In this paper, we consider the following static problem of determining the tension $\sigma(s)$ given a force density $\boldsymbol{F}(s)$ defined on the interface (Fig. 1). This may be considered as a subproblem of the above dynamic problem. Let $\Gamma$ be a fixed simple curve, parameterized by arclength as $\boldsymbol{X}(s), s \in \mathbb{S}^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ as above. The Stokes equations are satisfied in $\mathbb{R}^{2} \backslash \Gamma$ as in (1)-(2)

$$
\begin{align*}
-\Delta \boldsymbol{u}+\nabla p=0 & \text { in } \mathbb{R}^{2} \backslash \Gamma,  \tag{9}\\
\nabla \cdot \boldsymbol{u}=0 & \text { in } \mathbb{R}^{2} \backslash \Gamma . \tag{10}
\end{align*}
$$

Given an interfacial force density $\boldsymbol{F}(s)$, we impose the following interfacial conditions as in (4)-(5)

$$
\begin{align*}
\llbracket \boldsymbol{u} \rrbracket & =0 \quad \text { on } \Gamma,  \tag{11}\\
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket & =\boldsymbol{F}+\partial_{s}(\sigma \boldsymbol{\tau}), \quad \text { on } \Gamma . \tag{12}
\end{align*}
$$

We then have the inextensibility condition as in (8), which allows for the determination of $\sigma$

$$
\begin{equation*}
\partial_{s}(\boldsymbol{u}(\boldsymbol{X}(s))) \cdot \boldsymbol{\tau}=0 \quad \text { on } \Gamma . \tag{13}
\end{equation*}
$$

We again impose the condition that $\boldsymbol{u} \rightarrow 0$ and that $p$ be bounded as $|\boldsymbol{x}| \rightarrow \infty$. In order for $\boldsymbol{u} \rightarrow 0$ as $|\boldsymbol{x}| \rightarrow \infty$, we must impose the condition

$$
\int_{\Gamma} \boldsymbol{F} d s=0
$$

Our problem is thus to solve for the unknown tension $\sigma$, together with $\boldsymbol{u}$ and $p$, given a force density $\boldsymbol{F}$ that satisfies the mean zero condition given above.
In addition to its intrinsic interest, an understanding of the above static problem should pave the way toward an analysis of the dynamic problem. Furthermore, an analysis of the
above problem should give insight into the numerical algorithms for this problem. Indeed, all numerical algorithms to date for dynamic inextensible interface problems solves for $\sigma$ at each time step $[18,25,39]$.

The paper that is directly relevant to our paper is [18], where the authors provide an analysis of the above tension determination problem motivated by the need to develop numerical algorithms for the Navier-Stokes version of the dynamic problem. There, the authors consider the problem in which a term $\alpha \boldsymbol{u}, \alpha>0$ is added to (9), and $\Omega$ is bounded domain. The authors define a notion of weak solution by formulating the problem as a saddle point problem, and prove an inf-sup inequality to establish existence and uniqueness in an $L^{2}$ based Sobolev space. We shall comment on the relationship between this and our results where appropriate.

### 1.2 Well-posedness

Let $C^{k}(A), k=0,1,2, \ldots$ be the space of functions with continuous $k$-derivatives on the set $A$, where $A=\mathbb{S}^{1}, \mathbb{R}^{2}$, or $\mathbb{R}^{2} \backslash \Gamma$. We shall mostly work with $C^{k}\left(\mathbb{S}^{1}\right)$. Define the norms on $C^{k}\left(\mathbb{S}^{1}\right)$ as

$$
\|f\|_{C^{k}}=\sum_{i=0}^{k}[f]_{C^{k}}, \quad[f]_{C^{k}}=\sup _{s \in \mathbb{S}^{1}}\left|\partial_{s}^{k} f\right|
$$

Next, a function $f$ in $C^{0}\left(\mathbb{S}^{1}\right)$ is in the Hölder space $C^{0, \gamma}\left(\mathbb{S}^{1}\right), 0<\gamma<1$ if $f$ satisfies

$$
\sup _{s, s^{\prime} \in \mathbb{S}^{1}} \frac{\left|f(s)-f\left(s^{\prime}\right)\right|}{\left|s-s^{\prime}\right|^{\gamma}}<\infty
$$

For the definition of the norm of $C^{0, \gamma}\left(\mathbb{S}^{1}\right)$, we may restrict the range of $s$ and $s^{\prime}$. For example, set the range as $\left|s-s^{\prime}\right|<1$. Then, define the norm as

$$
\|f\|_{C^{0, \gamma}}:=\|f\|_{C^{0}}+[f]_{C^{0, \gamma}}, \quad[f]_{C^{0, \gamma}}=\sup _{\left|s-s^{\prime}\right|<1} \frac{\left|f(s)-f\left(s^{\prime}\right)\right|}{\left|s-s^{\prime}\right|^{\gamma}}
$$

since

$$
\sup _{s, s^{\prime} \in \mathbb{S}^{1}} \frac{\left|f(s)-f\left(s^{\prime}\right)\right|}{\left|s-s^{\prime}\right|^{\gamma}} \leq 2\|f\|_{C^{0}}+[f]_{C^{0, \gamma}}
$$

Next, we define the Hölder space $C^{k, \gamma}\left(\mathbb{S}^{1}\right)$. The function $f$ is in $C^{k, \gamma}\left(\mathbb{S}^{1}\right)$ if $f \in C^{k}\left(\mathbb{S}^{1}\right)$ and $\partial_{s}^{k} f$ is in $C^{0, \gamma}\left(\mathbb{S}^{1}\right)$, where the norm is defined as

$$
\|f\|_{C^{k, \gamma}}:=\|f\|_{C^{k}}+\left[\partial_{s}^{k} f\right]_{C^{0, \gamma}}
$$

We will frequently write $f=f(s)$ and $f^{\prime}=f\left(s^{\prime}\right)$ and use the notation

$$
\Delta f:=f(s)-f\left(s^{\prime}\right), \quad \Delta_{h} f=f(s+h)-f(s) .
$$

To estimate expressions which feature denominators of the form $|\Delta X|$, we will need the following quantity

$$
|X|_{*}:=\inf _{s \neq s^{\prime}}\left|\frac{X(s)-X\left(s^{\prime}\right)}{s-s^{\prime}}\right| .
$$

This condition allows us to estimate $\Delta \boldsymbol{X}$ from below

$$
|\Delta \boldsymbol{X}| \geq|\boldsymbol{X}|_{*}\left|s-s^{\prime}\right| .
$$

It is easily seen that $X(s)$ is a simple curve if and only if $|\boldsymbol{X}|_{*}>0$. Indeed, $|\boldsymbol{X}|_{*}=0$ if and only if $\left|\partial_{s} \boldsymbol{X}\right|=0$ at some $s$ or if there are points $s \neq s^{\prime}$ such that $\boldsymbol{X}(s) \neq \boldsymbol{X}\left(s^{\prime}\right)$. Given our arclength parametrization, $\left|\partial_{s} X\right|=1 \neq 0$; thus, $|\boldsymbol{X}|_{*}>0$ is equivalent to the condition that $X$ has no self-intersections. We shall also make use of the Lebesgue spaces $L^{p}\left(\mathbb{S}^{1}\right), 1 \leq p \leq \infty$.

Before we state our result, we give a precise definition of what we mean by a solution to the tension determination problem. Let the stress tensor be

$$
\begin{equation*}
\Sigma(\boldsymbol{x})=\nabla \boldsymbol{u}(\boldsymbol{x})+(\nabla \boldsymbol{u}(\boldsymbol{x}))^{\mathrm{T}}-p(\boldsymbol{x}) \mathbb{I} \tag{14}
\end{equation*}
$$

and define limits

$$
\begin{equation*}
\boldsymbol{F}_{\Omega_{1}}(s)=\lim _{t \rightarrow 0+} \Sigma(\boldsymbol{X}(s)-\operatorname{tn}(s)) \boldsymbol{n}(s), \boldsymbol{F}_{\Omega_{2}}(s)=\lim _{t \rightarrow 0+} \Sigma(\boldsymbol{X}(s)+\operatorname{tn}(s)) \boldsymbol{n}(s) \tag{15}
\end{equation*}
$$

where $\boldsymbol{n}(s)=\boldsymbol{X}(s)^{\perp}$ is the outward normal on $\Gamma$.
Definition 1.1 (Solution of Tension Determination Problem) Assume $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$, $\boldsymbol{X} \in$ $C^{2}\left(\mathbb{S}^{1}\right)$ and $|\boldsymbol{X}|_{*}>0$. Let $\boldsymbol{u}, p, \sigma$ belong to the following function spaces

$$
\begin{equation*}
\boldsymbol{u} \in C^{2}\left(\mathbb{R}^{2} \backslash \Gamma\right) \cap C^{0}\left(\mathbb{R}^{2}\right), \quad p \in C^{1}\left(\mathbb{R}^{2} \backslash \Gamma\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2}\right), \quad \sigma \in C^{1}\left(\mathbb{S}^{1}\right) \tag{16}
\end{equation*}
$$

where $L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right)$ denotes the space of locally integrable functions in $\mathbb{R}^{2}$. Suppose $\boldsymbol{u}$ and $p$ satisfy the following conditions in the far field

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \sup _{|\boldsymbol{x}|=R}|\boldsymbol{u}(\boldsymbol{x})|=0, \quad \lim _{R \rightarrow \infty} \sup _{|\boldsymbol{x}| \geq R}|p(\boldsymbol{x})|<\infty . \tag{17}
\end{equation*}
$$

We say that $\boldsymbol{u}, p, \sigma$ are a solution to the tension determination problem if the following conditions hold.

1. $\boldsymbol{u}$ and $p$ satisfy the Stokes equations (9) and (10) in $\mathbb{R}^{2} \backslash \Gamma$.
2. $\boldsymbol{u}, p, \sigma$ satisfy the condition (12) in the following sense. The limits in (15) exist, this convergence is uniform, and $\boldsymbol{F}_{\Omega_{1}}-\boldsymbol{F}_{\Omega_{2}}=\boldsymbol{F}+\partial_{s}(\sigma \boldsymbol{\tau})$.
3. The inextensibility condition (13) is satisfied in the following weak sense. For any $w \in C^{1}\left(\mathbb{S}^{1}\right)$, we have

$$
\int_{\mathbb{S}^{1}} \boldsymbol{u}(\boldsymbol{X}(s)) \cdot \partial_{s}(w \boldsymbol{\tau}) d s=0
$$

The above represents the weakest possible condition on $\boldsymbol{F}, \boldsymbol{X}$ and $\sigma$ if we are to make pointwise sense of the interface condition (12). It turns out that, when $X$ is merely $C^{2}\left(\mathbb{S}^{1}\right)$, the inextensibility condition (13) cannot be satisfied pointwise. We hence impose this condition in a weak sense.

Before we state our well-posedness result, let us consider the case when $X$ is a circle.
Given $\boldsymbol{F}$, assume $\boldsymbol{u}_{0}, p_{0}, \sigma_{0}$ are a solution satisfying (9)-(12). Let

$$
\chi_{\Omega_{1}}(x)= \begin{cases}1 & \text { if } x \in \Omega_{1}  \tag{18}\\ 0 & \text { otherwise }\end{cases}
$$

We claim that $\boldsymbol{u}=\boldsymbol{u}_{0}, p=p_{0}+c \chi_{\Omega_{1}}, \sigma=\sigma_{0}+c$ for any constant $c$ is also a solution. The functions $\boldsymbol{u}, p$ clearly satisfy (9)-(11), so we only need to check (12).

$$
\begin{aligned}
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket & =\llbracket\left(\nabla \boldsymbol{u}_{0}+\left(\nabla \boldsymbol{u}_{0}\right)^{T}-p_{0} \mathbb{I}\right) \boldsymbol{n} \rrbracket-c \llbracket \chi_{\Omega_{1}} \boldsymbol{n} \rrbracket \\
& =\boldsymbol{F}+\partial_{s}\left(\sigma_{0} \boldsymbol{\tau}\right)-c \boldsymbol{n}=\boldsymbol{F}+\partial_{s}(\sigma \boldsymbol{\tau}) .
\end{aligned}
$$

The above argument is essentially just the Laplace-Young law applied to a circle. We thus see that when $X$ is a circle, the tension $\sigma$ is not uniquely determined. In fact, this turns out to be the only obstacle to uniqueness.

Theorem 1.2 Suppose $X \in C^{2}\left(\mathbb{S}^{1}\right)$ with $|X|_{*}>0$, and

$$
\boldsymbol{F} \cdot \partial_{s} \boldsymbol{X} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right), \quad \gamma \in(0,1), \quad \boldsymbol{F} \cdot \partial_{s} \boldsymbol{X}^{\perp} \in C^{0}\left(\mathbb{S}^{1}\right), \quad \int_{\mathbb{S}^{1}} \boldsymbol{F} d s=0
$$

Then, there exists a solution $\boldsymbol{u}, p, \sigma$ to the tension determination problem in the sense of Definition 1.1 with the following properties.

1. If $\boldsymbol{X}$ is not a circle, the general solution can be written as $\boldsymbol{u}, \sigma, p+c$ where $c \in \mathbb{R}$ is an arbitrary constant.
2. If $\boldsymbol{X}$ is a circle, the general solution can be written as $\boldsymbol{u}, \sigma+c_{1}, p+c_{1} \chi_{\Omega_{1}}+c_{2}$ where $\chi_{\Omega_{1}}$ is as in (18) and $c_{1}, c_{2} \in \mathbb{R}$ are arbitrary constants.

Furthermore, $\sigma \in C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ and $\partial_{s} \boldsymbol{u}(X(s)) \in L^{p}\left(\mathbb{S}^{1}\right), 1<p<\infty$, so that (13) is satisfied for almost everys $\in \mathbb{S}^{1}$. If, in addition $\boldsymbol{F} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$ and $\boldsymbol{X} \in C^{2, \gamma}\left(\mathbb{S}^{1}\right)$, then $\partial_{s} \boldsymbol{u}(\boldsymbol{X}(s)) \in C^{\gamma}\left(\mathbb{S}^{1}\right)$ and (13) is satisfied pointwise.

The additional smoothness requirements on $\boldsymbol{F}, \boldsymbol{X}$ needed for (13) to be satisfied pointwise are explained in Remark 1.7.

Remark 1.3 Let the force $\boldsymbol{F}$ in (6) be the bending force $\boldsymbol{F}=-\partial_{s}^{4} \boldsymbol{X}$. Let us also assume that $\boldsymbol{X} \in C^{4}\left(\mathbb{S}^{1}\right)$ so that $\boldsymbol{F}$ is defined pointwise. Obviously, $\int_{\mathbb{S}^{1}} \boldsymbol{F} d s=0$ and $\boldsymbol{F} \cdot \partial_{s} \boldsymbol{X}^{\perp}=$ $-\partial_{s}^{4} \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}^{\perp} \in C^{0}\left(\mathbb{S}^{1}\right)$. In addition,

$$
\boldsymbol{F} \cdot \partial_{s} \boldsymbol{X}=-\partial_{s}^{4} \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}=3 \partial_{s}^{3} \boldsymbol{X} \cdot \partial_{s}^{2} \boldsymbol{X} \in C^{1}\left(\mathbb{S}^{1}\right)
$$

Therefore, $\boldsymbol{F}=-\partial_{s}^{4} \boldsymbol{X}$ satisfies Theorem 1.2.
We thus see that the tension determination problem has a unique solution $\sigma$ if and only if $\boldsymbol{X}$ is not a circle. This suggests that as $\Gamma$ approaches a circle, the problem of uniquely determining the tension $\sigma$ becomes increasingly singular. We shall further investigate this solution behavior in Sect. 3.

Remark 1.4 The results of [18] imply that if $\boldsymbol{F} \in H^{-1 / 2}(\Gamma)$, then there is a suitable weak solution $\sigma \in L^{2}(\Gamma)$. Theorem 1.2 shows that $\sigma$ is one derivative smoother than $\boldsymbol{F}$ in the Hölder scale. It is thus likely that even in the $L^{2}$ Sobolev scale, $\sigma$ gains one more derivative compared to $\boldsymbol{F}$.

We also note that [18] claims that the tension determination problem always has a unique (weak) solution, regardless of whether $\Gamma$ is a circle. This seems to be due to the fact that [18] considers the weak solution corresponding to the following problem in which (12) is replaced by the following condition

$$
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket=\boldsymbol{F}+\partial_{s}(\sigma \boldsymbol{\tau})+c_{*} \kappa \boldsymbol{n}
$$

for some constant $c_{*}$ and where $\kappa$ is the curvature, and the following mean-zero constraint is imposed on $\sigma$

$$
\int_{\Gamma} \sigma d s=0 .
$$

It is straightforward to see from our results that $\sigma$, in the sense above of [18], is always uniquely determined regardless of whether $\Gamma$ is a circle.

To prove the above well-posedness result, we first rewrite the problem in terms of a boundary integral equation for the unknown tension $\sigma$. Let $\widehat{\boldsymbol{F}}=\boldsymbol{F}+\partial_{s}(\sigma \boldsymbol{\tau})$ denote the right hand side of (12). It is well-known that the velocity field $\boldsymbol{u}$ and pressure $p$ can be expressed as

$$
\begin{align*}
& \boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime},  \tag{19}\\
& p(\boldsymbol{x})=\mathcal{P}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} \Pi\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \tag{20}
\end{align*}
$$

where

$$
\begin{aligned}
& G(\boldsymbol{r})=\frac{1}{4 \pi}\left(G_{L}(\boldsymbol{r}) \mathbb{I}+G_{T}(\boldsymbol{r})\right), G_{L}(\boldsymbol{r})=-\log |\boldsymbol{r}|, G_{T}(\boldsymbol{r})=\frac{\boldsymbol{r} \otimes \boldsymbol{r}}{|\boldsymbol{r}|^{2}} \\
& \Pi(\boldsymbol{r})=\frac{1}{2 \pi} \frac{\boldsymbol{r}^{T}}{|\boldsymbol{r}|^{2}}
\end{aligned}
$$

Moreover, the stress tensor $\Sigma$ will be

$$
\begin{equation*}
\Sigma_{i j}(\boldsymbol{x})=\mathcal{T}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} \Theta_{i j k}\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{F}_{k}\left(s^{\prime}\right) d s^{\prime} \tag{21}
\end{equation*}
$$

where

$$
\Theta_{i j k}(\boldsymbol{r})=-\frac{1}{\pi} \frac{r_{i} r_{j} r_{k}}{|\boldsymbol{r}|^{4}}
$$

The relevant properties of the above potentials will be discussed in Sect. 2.1. Take the limit as $\boldsymbol{x} \rightarrow \boldsymbol{X}(s)$ in (19) to obtain

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{X}(s))=\widehat{S}[\widehat{\boldsymbol{F}}](\boldsymbol{X}(s))=\mathcal{S}[\widehat{\boldsymbol{F}}](s)=\int_{\mathbb{S}^{1}} G\left(\boldsymbol{X}(s)-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \tag{22}
\end{equation*}
$$

Now, we can rewrite Eq. (13) as

$$
\partial_{S} \boldsymbol{X} \cdot \partial_{S} \mathcal{S}\left[\partial_{S}\left(\sigma \partial_{S} \boldsymbol{X}\right)\right]=-\partial_{S} \boldsymbol{X} \cdot \partial_{S} \mathcal{S}[\boldsymbol{F}] .
$$

Let us define operator $\mathcal{L}$ and $\mathcal{Q}$ as follows:

$$
\begin{equation*}
\mathcal{L} \sigma=\mathcal{Q}\left[\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)\right], \mathcal{Q}[\boldsymbol{F}]=\partial_{s} \boldsymbol{X} \cdot \partial_{s} \mathcal{S}[\boldsymbol{F}] . \tag{23}
\end{equation*}
$$

Note that $\mathcal{L}$ depends on $\boldsymbol{X}$. Thus, Eq. (13) becomes

$$
\begin{equation*}
\mathcal{L} \sigma=-\mathcal{Q}[\boldsymbol{F}] \tag{24}
\end{equation*}
$$

To study the solvability of Eq. (24), we need to understand the mapping properties of $\mathcal{L}$ and $\mathcal{Q}$ under certain assumptions on the regularity of $\Gamma$. Let us write the operator $\mathcal{Q}$ as follows:

$$
\begin{align*}
\mathcal{Q}[\boldsymbol{g}] & =\partial_{s} \boldsymbol{X} \cdot \partial_{s} \mathcal{S}[\boldsymbol{g}]=\partial_{s} \boldsymbol{X} \cdot \partial_{s} \int_{\mathbb{S}^{1}} G\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \boldsymbol{g}^{\prime} d s^{\prime} \\
& =\frac{1}{4 \pi}\left(\partial_{s} \boldsymbol{X} \cdot \widetilde{F}_{C}[\boldsymbol{g}]+\partial_{s} \boldsymbol{X} \cdot F_{T}[\boldsymbol{g}]\right),  \tag{25}\\
\widetilde{F}_{C}[\boldsymbol{g}] & =\partial_{s} \int_{\mathbb{S}^{1}} G_{L}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \boldsymbol{g}^{\prime} d s^{\prime}, \quad F_{T}[\boldsymbol{g}]=\partial_{s} \int_{\mathbb{S}^{1}} G_{T}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \boldsymbol{g}^{\prime} d s^{\prime}
\end{align*}
$$

It is useful to further decompose the operator $\widetilde{F}_{C}$. When $\left|s-s^{\prime}\right| \ll 1$, we have

$$
-\partial_{s} G_{L}\left(X-X^{\prime}\right)=\frac{\Delta \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}}{|\Delta X|^{2}} \approx \frac{1}{s-s^{\prime}} \approx \frac{1}{2} \cot \left(\frac{s-s^{\prime}}{2}\right)
$$

Note that $\frac{1}{2 \pi} \cot \left(\frac{s-s^{\prime}}{2}\right)$ is the kernel of the Hilbert transform $\mathcal{H}$ on $\mathbb{S}^{1}$, i.e.,

$$
(\mathcal{H} f)(s):=\frac{1}{2 \pi} \text { p.v. } \int_{\mathbb{S}^{1}} \cot \left(\frac{s-s^{\prime}}{2}\right) f\left(s^{\prime}\right) d s^{\prime}
$$

We thus rewrite $\widetilde{F}_{C}$ as

$$
\begin{align*}
\frac{1}{4 \pi} \widetilde{F}_{C}[\boldsymbol{g}] & =-\frac{1}{4} \mathcal{H} \boldsymbol{g}+\frac{1}{4 \pi} F_{C}[\boldsymbol{g}] \\
F_{C}[\boldsymbol{g}] & =\int_{\mathbb{S}^{1}} K_{C}\left(s, s^{\prime}\right) \mathbf{g}^{\prime} d s^{\prime}, K_{C}\left(s, s^{\prime}\right)=\frac{1}{2} \cot \left(\frac{s-s^{\prime}}{2}\right)-\frac{\Delta \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}}{|\Delta \boldsymbol{X}|^{2}} \tag{26}
\end{align*}
$$

so we obtain

$$
\mathcal{Q}[\boldsymbol{F}]=-\frac{1}{4} \partial_{s} \boldsymbol{X} \cdot \mathcal{H} \boldsymbol{F}+\frac{1}{4 \pi} \partial_{s} \boldsymbol{X} \cdot\left(F_{C}[\boldsymbol{F}]+F_{T}[\boldsymbol{F}]\right) .
$$

The extraction of the principal part (in the above, involving the Hilbert transform) is similar in spirit to the "small scale decomposition" used in the analysis and numerical analysis of different problems in interfacial problems in fluid mechanics [1,10]. To state our main result for the operator $\mathcal{Q}$, we split $\boldsymbol{F}$ into tangential and normal components to X

$$
\begin{equation*}
\boldsymbol{F}=f_{1} \boldsymbol{\tau}+f_{2} \boldsymbol{n}=f_{1} \partial_{s} \boldsymbol{X}+f_{2} \partial_{s} \boldsymbol{X}^{\perp} \tag{27}
\end{equation*}
$$

Proposition 1.5 Let $\gamma \in(0,1)$ and $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)$ with $|\boldsymbol{X}|_{*}>0$. Let $\boldsymbol{F}$ be in the form of (27), and suppose that $f_{1} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$ and $f_{2} \in C^{0}\left(\mathbb{S}^{1}\right)$. Then,

$$
\mathcal{Q}[\boldsymbol{F}]=-\frac{1}{4} \mathcal{H} f_{1}+\mathcal{M}_{1}\left(f_{1}\right)+\mathcal{M}_{2}\left(f_{2}\right)
$$

where $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ are bounded linear operators from $C^{0}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ for any $\alpha \in(0,1)$. In particular, if $\boldsymbol{F} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$, then $\mathcal{Q}(\boldsymbol{F}) \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$.

To establish the above result, we first show in Proposition 2.6 that $F_{C}$ and $F_{T}$ are operators that map functions in $C^{0}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right), \alpha \in(0,1)$. This follows from the study of the properties of the associated kernels, and estimates similar to those used in [23].

We then turn to the Hilbert transform term. Our main technical result is in the following. Suppose $\boldsymbol{v} \in C^{1}\left(\mathbb{S}^{1}\right)$ and $f \in C^{0}\left(\mathbb{S}^{1}\right)$. In Proposition 2.8 , we shall establish the following commutator estimate

$$
\mathcal{H}(f \boldsymbol{v})=(\mathcal{H}(f) \boldsymbol{v}+\boldsymbol{R}(f, \boldsymbol{v})
$$

where $\boldsymbol{R} \in C^{0, \alpha}\left(\mathbb{S}^{1}\right)$. This immediately yields

$$
\partial_{s} \boldsymbol{X} \cdot\left(\mathcal{H}\left(f_{1} \partial_{s} \boldsymbol{X}+f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right)\right)=\mathcal{H} f_{1}+R
$$

where $R \in C^{0, \alpha}\left(\mathbb{S}^{1}\right)$. This, together with the estimates on $F_{C}$ and $F_{T}$ discussed above, yields Proposition 1.5.
The mapping properties of $\mathcal{L}$ are obtained as a direct consequence of the mapping properties of $\mathcal{Q}$ established in Proposition 1.5. Indeed, note that

$$
\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)=\partial_{s} \sigma \partial_{s} \boldsymbol{X}+\sigma \partial_{s}^{2} \boldsymbol{X}=\partial_{s} \sigma \partial_{s} \boldsymbol{X}+\widetilde{\sigma} \partial_{s} \boldsymbol{X}^{\perp}, \widetilde{\sigma}=\sigma \partial_{s}^{2} \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}^{\perp}
$$

Applying Proposition 1.5 with $f_{1}=\partial_{S} \sigma$ and $f_{2}=\widetilde{\sigma}$, we obtain the following result.
Proposition 1.6 Given $X \in C^{2}\left(\mathbb{S}^{1}\right)$ with $|X|_{*}>0$, then, for any $\gamma \in(0,1)$, we have $\mathcal{L}: C^{1, \gamma}\left(\mathbb{S}^{1}\right) \mapsto C^{0, \gamma}\left(\mathbb{S}^{1}\right)$. In particular,

$$
\mathcal{L}(\cdot)=-\frac{1}{4} \mathcal{H}\left(\partial_{s}(\cdot)\right)+\mathcal{M}(\cdot),
$$

where $\mathcal{M}$ is a bounded operator from $C^{1}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ for any $\alpha \in(0,1)$.
In this proposition, since $\sigma \in C^{1, \gamma}\left(\mathbb{S}^{1}\right) \hookrightarrow C^{1}\left(\mathbb{S}^{1}\right)$, it is obvious that $\mathcal{M}$ is a bounded operator from $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ for any $\alpha \in(0,1)$.

Remark $1.7 \partial_{s} \boldsymbol{u}(\boldsymbol{X}(s))$ can be split into

$$
\partial_{s} \boldsymbol{u}(\boldsymbol{X}(s))=\mathcal{H}\left(\sigma \partial_{s}^{2} \boldsymbol{X}+\boldsymbol{F}\right)+\mathcal{R}(\sigma, \boldsymbol{X})
$$

where $\mathcal{R}(\sigma, X)$ is a bounded operator from $C^{1, \alpha}\left(\mathbb{S}^{1}\right) \times C^{2}\left(\mathbb{S}^{1}\right)$ to $C^{1, \alpha}\left(\mathbb{S}^{1}\right)$ for any $0<$ $\alpha<1$. Note that, the Hilbert transform $\mathcal{H}$ is a bounded operator in $L^{p}(\mathbb{S}), 1<p<\infty$ and $C^{\alpha}(\mathbb{S}), 0<\alpha<1$ but not in $C^{0}(\mathbb{S})$. Therefore, if $\boldsymbol{X}$ is only in $C^{2}\left(\mathbb{S}^{1}\right)$ and $\boldsymbol{F}$ is only in $C^{0}\left(\mathbb{S}^{1}\right), \mathcal{H}\left(\sigma \partial_{s}^{2} \boldsymbol{X}+\boldsymbol{F}\right)(s)$ may not be defined pointwise. If $\boldsymbol{X} \in C^{2, \alpha}\left(\mathbb{S}^{1}\right)$ and $\boldsymbol{F} \in C^{\alpha}\left(\mathbb{S}^{1}\right)$ for some $\alpha, \mathcal{H}\left(\sigma \partial_{s}^{2} \boldsymbol{X}+\boldsymbol{F}\right) \in C^{\alpha}\left(\mathbb{S}^{1}\right)$.

Finally, to solve (24), we consider the following equation

$$
\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} \mathcal{L} \sigma=-\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} \mathcal{Q}[\boldsymbol{F}]
$$

Thanks to Proposition 1.6, the operator acting on $\sigma$ on the left hand side can be written as $I+\mathcal{K}$, where $\mathcal{K}$ is a compact operator from $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to itself, whose details are provided in Sect. 2.3. We may use Fredholm theory to establish the well-posedness, which implies that $\mathcal{L}$ is invertible if and only if its nullspace is trivial. We demonstrate that $\mathcal{L}$ has a non-trivial nullspace if and only if $\Gamma$ is a circle. If $\Gamma$ is a circle, the nullspace is given by the constant functions, i.e.,

$$
\begin{equation*}
\mathcal{L} 1=0 \text { if } \Gamma \text { is a circle. } \tag{28}
\end{equation*}
$$

### 1.3 Behavior of $\mathcal{L}$ near the unit circle

As we saw above, the operator $\mathcal{L}$ has a non-trivial null-space if and only if $\Gamma$ is a circle. Thus, as $\Gamma$ approaches a circle, we expect $\mathcal{L}$ to become increasingly singular. In Sect.3, we study the behavior of $\mathcal{L}$ when $\Gamma$ is close to a circle.

For purposes of studying $\mathcal{L}$ near a circle, it is convenient to change the parametrization of $\boldsymbol{X}$ from the arclength $s$ to polar coordinate $\theta$. Condition (12) now becomes

$$
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket\left|\partial_{\theta} \boldsymbol{X}\right|=\boldsymbol{F}(\theta)+\partial_{\theta}(\sigma(\theta) \boldsymbol{\tau}(\theta)) \quad \text { on } \Gamma,
$$

where $\boldsymbol{F}(\theta)$ is the force density with respect to the $\theta$ variable. The tension determination problem in the $\theta$ variable can be reduced to an integral equation in exactly the same way as in the case of arclength parametrization. In fact, the problem we obtain turns out to be identical to (24) except the arclength variable $s$ is replaced by the polar coordinate $\theta$

$$
\begin{aligned}
\mathcal{L}_{\theta} \sigma & =-\mathcal{Q}_{\theta}[\boldsymbol{F}], \mathcal{L} \sigma=\mathcal{Q}_{\theta}\left[\partial_{\theta}(\sigma \boldsymbol{\tau})\right], \quad \mathcal{Q}_{\theta}[\boldsymbol{F}]=\boldsymbol{\tau} \cdot \partial_{\theta} \mathcal{S}[\boldsymbol{F}] \\
\mathcal{S}_{\theta}[\boldsymbol{g}] & =\int_{\mathbb{S}^{1}} G\left(\boldsymbol{X}(\theta)-\boldsymbol{X}\left(\theta^{\prime}\right)\right) \boldsymbol{g}\left(\theta^{\prime}\right) d \theta^{\prime}
\end{aligned}
$$

In Sect. 3.1, we obtain a precise relationship between $\mathcal{L}$ (in the arclength variable) and $\mathcal{L}_{\theta}$ defined above. Like $\mathcal{L}$, it is shown that $\mathcal{L}_{\theta}$ maps $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $C^{\gamma}\left(\mathbb{S}^{1}\right)$. Furthermore, $\mathcal{L}_{\theta}$ is invertible if and only if $\mathcal{L}$ is invertible. We may thus study the invertibility of $\mathcal{L}_{\theta}$ when $\Gamma$ is near a circle. Define

$$
\begin{equation*}
\boldsymbol{X}_{\varepsilon}=\boldsymbol{X}_{c}+\varepsilon \boldsymbol{Y}=(1+\varepsilon g) \boldsymbol{X}_{c}, \boldsymbol{X}_{c}=\binom{\cos \theta}{\sin \theta} \tag{29}
\end{equation*}
$$

where $g$ is a $C^{2}$ function. When $\varepsilon=0, \boldsymbol{X}_{\varepsilon}=\boldsymbol{X}_{0}$ is the unit circle. Let $\mathcal{L}_{\varepsilon}$ be the operator $\mathcal{L}_{\theta}$ when $\boldsymbol{X}=\boldsymbol{X}_{\varepsilon}$, then

$$
\begin{aligned}
\mathcal{L}_{\varepsilon} \sigma & =\boldsymbol{\tau}_{\varepsilon} \cdot \partial_{\theta} \mathcal{S}_{\varepsilon}\left[\partial_{\theta}\left(\sigma \boldsymbol{\tau}_{\varepsilon}\right)\right] \\
& =\boldsymbol{\tau}_{\varepsilon} \cdot \partial_{\theta} \int_{\mathbb{S}^{1}} G\left(\Delta \boldsymbol{X}_{\varepsilon}\right) \partial_{\theta^{\prime}}\left(\sigma\left(\theta^{\prime}\right) \boldsymbol{\tau}_{\varepsilon}\left(\theta^{\prime}\right)\right) d \theta^{\prime}, \boldsymbol{\tau}_{\varepsilon}=\frac{\partial_{\theta} \boldsymbol{X}_{\varepsilon}}{\left|\partial_{\theta} \boldsymbol{X}_{\varepsilon}\right|} .
\end{aligned}
$$

Here and henceforth, $\Delta f$ denotes the difference $f(\theta)-f\left(\theta^{\prime}\right)$ when applied to a function of $\theta$. When $\varepsilon=0$, the arclength and polar coordinates coincide, and thus $\mathcal{L}_{0}$ has a nullspace of constant functions (see (28)). Our goal is to understand the behavior of this null space. We consider the following eigenvalue problem

$$
\begin{equation*}
\mathcal{L}_{\varepsilon} \sigma_{\varepsilon}=\lambda_{\varepsilon} \sigma_{\varepsilon}, \quad \int_{\mathbb{S}^{1}} \sigma_{\varepsilon}^{2} d \theta=2 \pi, \quad \text { where } \lambda_{0}=0, \sigma_{0}=1 \tag{30}
\end{equation*}
$$

For small values of $\varepsilon, \lambda_{\varepsilon}$ is nonzero but small, and is expected to quantify the nearsingularity of $\mathcal{L}_{\varepsilon}$. We will prove the following result.

Theorem 1.8 Suppose $g$ in (29) is in $C^{2}\left(\mathbb{S}^{1}\right)$, and suppose it has the following Fourier expansion

$$
\begin{equation*}
g(\theta)=g_{0}+\sum_{n \geq 1}\left(g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta)\right) . \tag{31}
\end{equation*}
$$

There is an $\varepsilon_{*}>0$ so that if $|\varepsilon| \leq \varepsilon_{*}$, there is a unique $\lambda_{\varepsilon}$ that satisfies (30) with the following properties:

1. $\lambda_{\varepsilon}$ is smooth in $\varepsilon$ and $\lambda_{\varepsilon} \leq 0$.
2. If $\boldsymbol{X}_{\varepsilon}$ is not a circle for $\varepsilon \neq 0$, there are constants $C_{1}$ and $C_{2}$ that do not depend on $\varepsilon$ so that:

$$
\left\|\mathcal{L}_{\varepsilon}^{-1}\right\|_{\mathcal{B}\left(C^{\gamma}\left(\mathbb{S}^{1}\right) ; C^{1, \gamma}\left(\mathbb{S}^{1}\right)\right)} \leq C_{1}+\frac{C_{2}}{\left|\lambda_{\epsilon}\right|} \text { for } 0<|\varepsilon| \leq \varepsilon_{*}
$$

where $\mathcal{B}$ in the left hand side is the operator norm of $\mathcal{L}_{\varepsilon}^{-1}$ as a map from $C^{\gamma}\left(\mathbb{S}^{1}\right)$ to $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$.
3. $\lambda_{\varepsilon}$ has the following expansion around $\varepsilon=0$ :

$$
\begin{equation*}
\lambda_{\varepsilon}=\lambda_{2} \varepsilon^{2}+\mathcal{O}\left(|\varepsilon|^{3}\right), \lambda_{2}=-\frac{1}{8} \sum_{n \geq 2} n\left(n^{2}-1\right)\left(g_{n 1}^{2}+g_{n 2}^{2}\right) . \tag{32}
\end{equation*}
$$

The first item in the above theorem follows by the implicit function theorem and is proved in Sect. 3.2. The non-positivity of $\lambda_{\varepsilon}$ is shown in Sect. 3.1, as a consequence of the negative semi-definiteness of the operator $\mathcal{L}_{\theta}$. The second item, which demonstrates that magnitude of $\lambda_{\varepsilon}$ controls the near singularity of $\mathcal{L}_{\varepsilon}$, is also shown in the same Section. The third item is the subject of Sect. 3.3.
In Sect. 3.4, expression (32) is verified against numerical experiments. We use a boundary integral method to solve the tension determination problem and to compute the eigenvalues of the operator $\mathcal{L}_{\varepsilon}$. We see that the expression for $\lambda_{2}$ is in excellent agreement with the numerically calculated eigenvalues. In particular, when $g_{n 1}=g_{n 2}=0$ for $n \geq 2$, we see that $\lambda_{2}=0$. In this case, we expect that $\lambda_{\varepsilon}=\mathcal{O}\left(|\varepsilon|^{4}\right)$ since $\lambda_{\varepsilon} \leq 0$. We indeed observe this behavior in our numerical experiments. We summarize the results and discussion for future outlook in Sect. 4.
In Appendix A, we have collected some basic statements about layer potentials for Stokes flow and their proofs. These results are standard and classical, but we have found it difficult to locate in the literature the precise statements we need in this paper. Appendix $B$ contains some calculations needed to carry out perturbative calculations around the unit circle performed in Sect. 3.3

## 2 Well-posedness of the tension determination problem

### 2.1 Stokes interface problem and layer potentials

Consider the following Stokes interface problem

$$
\begin{array}{r}
-\Delta \boldsymbol{u}+\nabla p=0, \quad \nabla \cdot \boldsymbol{u}=0, \text { in } \mathbb{R}^{2} \backslash \Gamma, \\
\llbracket \boldsymbol{u} \rrbracket=0, \quad \llbracket \Sigma \boldsymbol{n} \rrbracket=\boldsymbol{F} \text { on } \Gamma . \tag{33}
\end{array}
$$

We seek a solution in the function spaces given in (16) and suppose that the stress jump condition is satisfied in the sense of item 2 of Definition 1.1. That is, given the stress $\Sigma(\boldsymbol{x})$ defined as in (14), the uniform limits of (15) exist and that the limiting functions satisfy $\boldsymbol{F}_{\Omega_{1}}-\boldsymbol{F}_{\Omega_{2}}=\boldsymbol{F}$. We quote the following result.
Theorem 2.1 Suppose $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)|\boldsymbol{X}|_{*}>0$ and $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$. Then, $\boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}[\boldsymbol{F}]$ and $p(\boldsymbol{x})=\mathcal{P}[\boldsymbol{F}](\boldsymbol{x})$ defined in (19) and (20) is a solution to the Stokes interface problem (33). Moreover, $\boldsymbol{u}(\boldsymbol{x})$ is continuous across the interface $\Gamma$ and

$$
|\boldsymbol{u}(\boldsymbol{x})| \rightarrow 0 \text { as } \boldsymbol{x} \rightarrow \infty \Leftrightarrow \int_{\mathbb{S}^{1}} \boldsymbol{F} d s=0 .
$$

Remark 2.2 It is clear that $\boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}[\boldsymbol{F}]$ and $p(\boldsymbol{x})=\mathcal{P}[\boldsymbol{F}](\boldsymbol{x})$ belong to the function spaces in (16), and satisfy the Stokes equation. It is standard that $\widehat{\mathcal{S}}[\boldsymbol{F}]$ is continuous across the interface $\Gamma$. The important part is to check whether $\boldsymbol{u}$ and $p$ indeed satisfy the stress interface condition in the sense specified above. This result is classical and can be found, for example, in [28]. We leave the discussion about Theorem 2.1 in Appendix A.

As a consequence, we also have the following result.
Corollary 2.3 Let $\boldsymbol{X}$ and $\boldsymbol{F}$ be as in Theorem 2.1, and suppose $\boldsymbol{F}$ satisfies:

$$
\begin{equation*}
\int_{\mathbb{S}^{1}} \boldsymbol{F} d s=0 \tag{34}
\end{equation*}
$$

Let $\boldsymbol{u}=\widehat{\mathcal{S}}[\boldsymbol{F}]$. Then, we have

$$
\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma}\left|\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right|^{2} d \boldsymbol{x}=\int_{\Gamma} \boldsymbol{u} \cdot \boldsymbol{F} d s
$$

Proof This follows from the usual integration by parts argument for (33) where we set $\boldsymbol{u}=$ $\widehat{\mathcal{S}}[\boldsymbol{F}]$ and $p=\mathcal{P}[\boldsymbol{F}]$. Integration by parts is justified by Theorem 2.1, and the sufficiently fast decay of $\boldsymbol{u}$ and $\nabla \boldsymbol{u}$ at infinity, which is in turn guaranteed by (34). We omit the details.

We state the uniqueness statement for the Stokes interface problem as follow.
Proposition 2.4 Suppose $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)|X|_{*}>0$ and $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$ and satisfies (34). Consider a solution to the Stokes interface problem (33) that satisfies the growth condition (17) at infinity. Then, the unique solution $\boldsymbol{u}$ is given by $\boldsymbol{u}=\widehat{\mathcal{S}}[\boldsymbol{F}]$ with $p=\mathcal{P}[\boldsymbol{F}]+c$ where $c$ is an arbitrary constant.

This is also well known, but we have not been able to find this precise statement and proof. We include a proof of this fact for completeness.

Proof That $\boldsymbol{u}=\widehat{\mathcal{S}}[\boldsymbol{F}]$ and $p=\mathcal{P}[\boldsymbol{F}]+c$ satisfy (33) follows from Theorem 2.1. It is also clear that they satisfy the decay estimate (17). What remains to be shown is that the problem (33) with $\boldsymbol{F}=0$ only admits the trivial solution $\boldsymbol{u}=0$ and $p=c$ where $c$ is an arbitrary constant. Let $\boldsymbol{w}=\left(w_{1}, w_{2}\right)$ and $v$ be compactly supported smooth functions in $\mathbb{R}^{2}$. Multiply the Stokes equations by $\boldsymbol{w}$ and the incompressibility condition by $v$. Integrate by parts and use the interface condition with $\boldsymbol{F}=0$ to obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}(\boldsymbol{u} \cdot \nabla(\nabla \cdot \boldsymbol{w})+\boldsymbol{u} \cdot \Delta \boldsymbol{w}+p \nabla \cdot \boldsymbol{w}) d \boldsymbol{x}=0, \quad \int_{\mathbb{R}^{2}} \boldsymbol{u} \cdot \nabla v d \boldsymbol{x}=0 \tag{35}
\end{equation*}
$$

Let $\phi$ be a compactly supported smooth function, and let $\boldsymbol{w}=\nabla \phi$. Plugging this into the first equation in the above, we have

$$
\int_{\mathbb{R}^{2}}(2 \boldsymbol{u} \cdot \nabla(\Delta \phi)+p \Delta \phi) d \boldsymbol{x}=\int_{\mathbb{R}^{2}} p \Delta \phi d \boldsymbol{x}=0
$$

where we used the second equation in (35) with $v=\Delta \phi$ in the first equality above. Since $p \in L_{\text {loc }}^{1}\left(\mathbb{R}^{2}\right), p$ is a distribution, and is weakly harmonic. By a result of Weyl (see, for example, Appendix B of [16]), weakly harmonic functions are harmonic. Thus, $p$ is smooth and satisfies $\Delta p=0$. Given (17), $p=c$ by Liouville's theorem. Putting $p=c$ in the first equation of (35), and using the second equation in (35) with $v=\nabla \cdot \boldsymbol{w}$ we have

$$
\int_{\mathbb{R}^{2}} \boldsymbol{u} \cdot \Delta \boldsymbol{w} d \boldsymbol{x}=0
$$

This again implies that each component of $\boldsymbol{u}$ is weakly harmonic, and thus, harmonic. Given (17), $\boldsymbol{u}=0$ by Liouville's theorem.

### 2.2 Properties of operators $\mathcal{Q}$ and $\mathcal{L}$

Let $\boldsymbol{u}, p, \sigma$ be a solution to the tension determination problem in the sense of Definition 1.1. According to Proposition 2.4, $\boldsymbol{u}(\boldsymbol{X}(s))$ can be expressed in terms of $\sigma$ and $\boldsymbol{F}$ as follows

$$
\boldsymbol{u}(\boldsymbol{X}(s))=\widehat{\mathcal{S}}\left[\boldsymbol{F}+\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)\right](\boldsymbol{X}(s))=\mathcal{S}\left[\boldsymbol{F}+\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)\right](s)
$$

where $\mathcal{S}$ was defined in (22). We now study the properties of $\partial_{s} \mathcal{S}[\boldsymbol{F}]$. For this purpose, we make use of the decomposition discussed in (25) and (26). We start with some technical results.

Lemma 2.5 Let $\boldsymbol{X}=\left(X_{1}, X_{2}\right) \in C^{2}$ with $|\boldsymbol{X}|_{*}>0$ and $Y \in C^{1}$. Consider

$$
A_{i}\left(s, s^{\prime}\right)=\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|}, \quad B_{i}\left(s, s^{\prime}\right)=\frac{1}{|\Delta \boldsymbol{X}|}\left(\partial_{s} X_{i}-\frac{\Delta X_{i}}{s-s^{\prime}}\right) .
$$

We have

$$
\begin{gather*}
\left|\partial_{s}\left(\frac{\Delta Y}{|\Delta \boldsymbol{X}|}\right)\right| \leq C \frac{\|Y\|_{C^{1}}\|\boldsymbol{X}\|_{C^{1}}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1},  \tag{36}\\
\left|\partial_{s} A_{i}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \quad\left|\partial_{s^{\prime}} A_{i}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \quad\left|\partial_{s^{\prime}} \partial_{s} A_{i}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1},  \tag{37}\\
\left|B_{i}\right| \leq \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \quad\left|\partial_{s} B_{i}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1} . \tag{38}
\end{gather*}
$$

A naive application of estimate (36) to $\partial_{s} A_{i}$ will not produce the first inequality in (37), and here, we take advantage of an additional cancellation. Similar cancellations are used to establish (38).

Proof The estimate (36) can be established by direct computation as

$$
\left|\partial_{s}\left(\frac{\Delta Y}{|\Delta \boldsymbol{X}|}\right)\right|=\left|\frac{\partial_{s} Y}{|\Delta \boldsymbol{X}|}-\frac{\Delta Y \partial_{s} \boldsymbol{X} \cdot \Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|^{3}}\right| \leq C \frac{\|Y\|_{C^{1}}\|\boldsymbol{X}\|_{C^{1}}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1} .
$$

For the remaining inequalities, we make repeated use of the following

$$
\begin{equation*}
\left|\partial_{s} X_{i}-\frac{\Delta X_{i}}{s-s^{\prime}}\right|=\left|\int_{0}^{1}\left(\partial_{s} X_{i}(s)-\partial_{s} X_{i}\left(\theta s+(1-\theta) s^{\prime}\right)\right) d \theta\right| \leq\|\boldsymbol{X}\|_{C^{2}}\left|s-s^{\prime}\right| \tag{39}
\end{equation*}
$$

From this, the first inequality in (38) is immediate. Let us move on to the first inequality in (37).

$$
\partial_{s}\left(\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|}\right)=\frac{1}{|\Delta \boldsymbol{X}|}\left(\partial_{s} X_{i}-\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|} \frac{\Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|} \cdot \partial_{s} \boldsymbol{X}\right) .
$$

The expression in the parenthesis on the right hand side of the above is

$$
\begin{aligned}
& \left|\partial_{s} X_{i}-\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|} \frac{\Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|} \cdot \partial_{s} \boldsymbol{X}\right| \\
& \quad=\left|\partial_{s} X_{i}-\frac{\Delta X_{i}}{s-s^{\prime}}+\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|} \sum_{k=1}^{2} \frac{\Delta X_{k}}{|\Delta \boldsymbol{X}|}\left(\frac{\Delta X_{k}}{s-s^{\prime}}-\partial_{s} X_{k}\right)\right| \\
& \quad \leq C\|\boldsymbol{X}\|_{C^{2}}\left|s-s^{\prime}\right|
\end{aligned}
$$

where we used (39) in the inequality. From this, we obtain the first inequality in (37). The second inequality in (37) follows from the first inequality since

$$
\left|\partial_{s^{\prime}} A_{i}\right|=\left|\partial_{s^{\prime}} A_{i}\left(s^{\prime}, s\right)\right|
$$

For the third inequality in (37), we have

$$
\begin{aligned}
\partial_{s} \partial_{s^{\prime}}\left(\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|}\right)= & \frac{\Delta \boldsymbol{X} \cdot \partial_{s^{\prime}} \boldsymbol{X}^{\prime}}{|\Delta \boldsymbol{X}|^{3}}\left(\partial_{s} X_{i}-\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|} \frac{\Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|} \cdot \partial_{s} \boldsymbol{X}\right) \\
& +\frac{\Delta \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}}{|\Delta \boldsymbol{X}|^{3}}\left(\partial_{s^{\prime}} X_{i}^{\prime}-\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|} \frac{\Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|} \cdot \partial_{s^{\prime} \boldsymbol{X}^{\prime}}\right) \\
& +\frac{\Delta X_{i}}{|\Delta \boldsymbol{X}|^{3}} \sum_{j=1}^{2} \partial_{s} X_{j}\left(\partial_{s^{\prime}} X_{j}^{\prime}-\frac{\Delta X_{j}}{|\Delta \boldsymbol{X}|} \frac{\Delta \boldsymbol{X}}{|\Delta \boldsymbol{X}|} \cdot \partial_{s} \boldsymbol{X}\right) .
\end{aligned}
$$

The terms in the three parentheses on the right hand side of the above can be estimated in the same way as in (39). This yields the third inequality in (37). Finally, for the second inequality in (38), note first that

$$
B_{i}=\frac{\Delta \partial_{s} X_{i}}{|\Delta \boldsymbol{X}|}+\frac{\left(\partial_{s^{\prime}} X_{i}^{\prime}-\Delta X_{i} /\left(s-s^{\prime}\right)\right)}{|\Delta \boldsymbol{X}|}=: B_{i, 1}+B_{i, 2}
$$

Using (36), we have

$$
\left|\partial_{s} B_{i, 1}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1}
$$

For $B_{i, 2}$, we have

$$
\partial_{s} B_{i, 2}=-\frac{\left(\partial_{s} X_{i}-\Delta X_{i} /\left(s-s^{\prime}\right)\right)}{\left(s-s^{\prime}\right)|\Delta \boldsymbol{X}|}-\frac{\Delta \boldsymbol{X} \cdot \partial_{s} \boldsymbol{X}}{|\Delta \boldsymbol{X}|^{3}}\left(\partial_{s^{\prime}} X_{i}^{\prime}-\frac{\Delta X_{i}}{s-s^{\prime}}\right) .
$$

Using (39), we see that

$$
\left|\partial_{s} B_{i, 2}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1}
$$

Combining the above estimates on $\partial_{s} B_{i, 1}$ and $\partial_{s} B_{i, 2}$, we obtain the second inequality in (38).

The above lemma allows us to prove the following estimates on $F_{C}[g]$ and $F_{T}[g]$, defined in (26) and (25).

Proposition 2.6 Let $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)$ with $|\boldsymbol{X}|_{*}>0, \boldsymbol{g} \in C^{0}\left(\mathbb{S}^{1}\right)$. Then, for any $\alpha \in(0,1)$,

$$
\left\|F_{C}[\boldsymbol{g}]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|\boldsymbol{g}\|_{C^{0}}
$$

and

$$
\left\|F_{T}[\boldsymbol{g}]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|\boldsymbol{g}\|_{C^{0}},
$$

where $C$ depends on $\alpha$, and is independent of $\boldsymbol{X}$ and $\boldsymbol{g}$.
Proof First, let us estimate $F_{T}[\boldsymbol{g}]$.
Let

$$
Q[u]=\partial_{s} \int_{\mathbb{S}^{1}} K\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}, K\left(s, s^{\prime}\right)=\frac{\Delta X_{i} \Delta X_{j}}{|\Delta \boldsymbol{X}|^{2}}, i, j=1,2 .
$$

To estimate $F_{T}[\boldsymbol{g}]$, it suffices to estimate $Q[u]$. Since

$$
\begin{aligned}
& \partial_{s} K\left(s, s^{\prime}\right)=-\partial_{s^{\prime}} K\left(s, s^{\prime}\right)+\left(\partial_{s}+\partial_{s^{\prime}}\right) K\left(s, s^{\prime}\right) \\
& \quad=-\partial_{s^{\prime}} K\left(s, s^{\prime}\right)-2 \frac{\Delta \boldsymbol{X} \cdot \Delta \partial_{s} \boldsymbol{X}}{|\Delta \boldsymbol{X}|^{2}} \frac{\Delta X_{i} \Delta X_{j}}{|\Delta \boldsymbol{X}|^{2}}+\frac{\Delta \partial_{s} X_{i} \Delta X_{j}+\Delta X_{i} \Delta \partial_{s} X_{j}}{|\Delta \boldsymbol{X}|^{2}} \\
& \quad:=-\partial_{s^{\prime}} K\left(s, s^{\prime}\right)+K_{2}\left(s, s^{\prime}\right),
\end{aligned}
$$

we can split $K[u]$ as

$$
Q[u]=\int_{\mathbb{S}^{1}}\left(-\partial_{s^{\prime}} K\left(s, s^{\prime}\right)+K_{2}\left(s, s^{\prime}\right)\right) u^{\prime} d s^{\prime}:=Q_{1}[u]+Q_{2}[u] .
$$

Let us estimate the kernel of $K_{1}$.

$$
\begin{equation*}
\left|\partial_{s^{\prime}} K\left(s, s^{\prime}\right)\right|=\left|\partial_{s^{\prime}} A_{i} A_{j}\right| \leq\left|A_{i} \partial_{s^{\prime}} A_{j}+\left(\partial_{s^{\prime}} A_{i}\right) A_{j}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \tag{40}
\end{equation*}
$$

where we used the notation of Lemma 2.5 and used (37) as well as the fact that $\left|A_{i}\right| \leq 1$. We thus have

$$
\begin{equation*}
\left|Q_{1}[u]\right| \leq \int_{\mathbb{S}^{1}}\left|\partial_{s^{\prime}} K\left(s, s^{\prime}\right) u^{\prime}\right| d s^{\prime} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}\|u\|_{C^{0}} \tag{41}
\end{equation*}
$$

To estimate the Hölder norm of $K_{1}[u]$, we need the following estimate

$$
\left|\partial_{s} \partial_{s^{\prime}} K\left(s, s^{\prime}\right)\right| \leq\left|A_{i} \partial_{s} \partial_{s^{\prime}} A_{j}+\left(\partial_{s} \partial_{s^{\prime}} A_{i}\right) A_{j}+\partial_{s} A_{i} \partial_{s^{\prime}} A_{j}+\partial_{s^{\prime}} A_{i} \partial_{s} A_{j}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1},
$$

where we used (37) in the inequality above. Without loss of generality, we set $0<h<2 \pi$, and define the intervals

$$
\mathcal{I}_{s}:=\left(s-h / 2<s^{\prime}<s+3 h / 2\right), \quad \mathcal{I}_{f}:=\mathbb{S}^{1} \backslash \mathcal{I}_{s} .
$$

Then,

$$
\Delta_{h} Q_{1}[u]=\int_{\mathbb{S}^{1}} \Delta_{h} \partial_{s^{\prime}} k\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}=\int_{\mathcal{I}_{s}} \Delta_{h} \partial_{s^{\prime}} K\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}+\int_{\mathcal{I}_{f}} \Delta_{h} \partial_{s^{\prime}} K\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}
$$

On $\mathcal{I}_{s}$,

$$
\left|\int_{\mathcal{I}_{s}} \Delta_{h} \partial_{s^{\prime}} K\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}\|u\|_{C^{0}} \int_{\mathcal{I}_{s}} d s^{\prime} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}\|u\|_{C^{0}} h,
$$

where we used (40). On $\mathcal{I}_{f}$, by mean value theorem, there exists $\xi$ between 0 and $h$ s.t.

$$
\begin{aligned}
\left|\Delta_{h} \partial_{s^{\prime}} K\left(s, s^{\prime}\right)\right| & =\left|\partial_{s} \partial_{s^{\prime}} k\left(s+\xi, s^{\prime}\right)\right| h \leq C h \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s+\xi-s^{\prime}\right|^{-1} \\
& \leq C h \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left(\left|s+h-s^{\prime}\right|^{-1}+\left|s-s^{\prime}\right|^{-1}\right)
\end{aligned}
$$

so

$$
\begin{aligned}
\left|\int_{\mathcal{I}_{f}} \Delta_{h} \partial_{s^{\prime}} K\left(s, s^{\prime}\right) u^{\prime} d s^{\prime}\right| & \leq C h \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} \int_{\mathcal{I}_{f}}\left(\left|s+h-s^{\prime}\right|^{-1}+\left|s-s^{\prime}\right|^{-1}\right) d s^{\prime} \\
& \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} h|\log h|
\end{aligned}
$$

Using the above inequality and together with (42), we have

$$
\begin{aligned}
\left|\Delta_{h} Q_{1}[u]\right| & \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}\|u\|_{C^{0}} h+C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} h|\log h| \\
& \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} h^{\alpha}, 0<\alpha<1,
\end{aligned}
$$

where the last constant depends on $\alpha$. Together with (41), we obtain

$$
\begin{equation*}
\left\|Q_{1}[u]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} . \tag{42}
\end{equation*}
$$

The estimate $Q_{2}[u]$ follows similarly. First, we have the following estimate, which directly follows from the expression for $K_{2}$

$$
\left|K_{2}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}
$$

Using (36) and (37), we also have

$$
\left|\partial_{s} K_{2}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1}
$$

These estimates are the same as those of $\partial_{s^{\prime}} k\left(s, s^{\prime}\right)$, and thus, using the same steps as in the estimates for $K_{1}[u]$, we obtain

$$
\left\|Q_{2}[u]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|u\|_{C^{0}} .
$$

where the constant $C$ depends only on $\alpha$. The above together with (42) yields the estimate on $Q[u]$ and hence on $F_{T}[g]$.
Next, for $F_{C}[\mathbf{g}]$, let us define

$$
\begin{equation*}
R_{C}\left(s, s^{\prime}\right):=\frac{1}{2} \cot \left(\frac{s-s^{\prime}}{2}\right)-\frac{1}{s-s^{\prime}} . \tag{43}
\end{equation*}
$$

We decompose the kernel $K_{C}\left(s, s^{\prime}\right)$ defined in (26) into two parts

$$
K_{C}=K_{L}+R_{C},
$$

where

$$
K_{L}\left(s, s^{\prime}\right)=-\frac{\Delta \boldsymbol{X} \cdot\left(\partial_{s} \boldsymbol{X}-\frac{\Delta \boldsymbol{X}}{s-s}\right)}{|\Delta \boldsymbol{X}|^{2}}
$$

By Taylor expansions for cot function, $R_{C}$ is smooth in both $s$ and $s^{\prime}$, and

$$
\left|R_{C}\left(s, s^{\prime}\right)\right| \leq C_{0}\left|s-s^{\prime}\right|, \quad\left|\partial_{s} R_{C}\left(s, s^{\prime}\right)\right| \leq C_{1}
$$

for some constant $C_{0}, C_{1}$ which depend only on the expansion of $\cot (s)$. Using (37) and (38), we see that

$$
\left|K_{L}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \quad\left|\partial_{s} K_{L}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1}
$$

Combining the bounds on $R_{C}$ and $K_{L}$, we have

$$
\left|K_{C}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}}{|\boldsymbol{X}|_{*}}, \quad\left|\partial_{s} K_{C}\left(s, s^{\prime}\right)\right| \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\left|s-s^{\prime}\right|^{-1}
$$

Using the same procedure used to prove the estimate on $Q_{1}[u]$, we obtain the estimate

$$
\left\|F_{C}[\boldsymbol{g}]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{2}}{|\boldsymbol{X}|_{*}^{2}}\|\boldsymbol{g}\|_{C^{0}}
$$

for some constant $C$ which only depends on $\alpha$.
We now have the following result on the properties of $\partial_{s} \mathcal{S}[F]$.
Corollary 2.7 Let $X \in C^{2}\left(\mathbb{S}^{1}\right)$ and $|X|_{*}>0$ and let $\boldsymbol{F} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$. Then, $\partial_{s} \mathcal{S}[\boldsymbol{F}] \in$ $C^{0, \gamma}\left(\mathbb{S}^{1}\right)$ and is given by

$$
\partial_{s} \mathcal{S}[\boldsymbol{F}]=-\frac{1}{4} \mathcal{H} \boldsymbol{F}+F_{C}[\boldsymbol{F}]+F_{T}[\boldsymbol{F}]
$$

If $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$, then the above is still valid, but $\partial_{s} \mathcal{S}[\boldsymbol{F}] \in L^{p}\left(\mathbb{S}^{1}\right), 1<p<\infty$ and $\partial_{s} \mathcal{S}[F]$ should be interpreted in the weak sense. That is, for any $\boldsymbol{w} \in C^{1}\left(\mathbb{S}^{1}\right)$, we have

$$
-\int_{\mathbb{S}^{1}} \partial_{s} \boldsymbol{w} \cdot \boldsymbol{S}[\boldsymbol{F}] d s=\int_{\mathbb{S}^{1}} \boldsymbol{w} \cdot \partial_{s} \mathcal{S}[\boldsymbol{F}] d s
$$

Proof When $\boldsymbol{F} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$, the decompositions of (25) and (26) are valid pointwise, so we have

$$
\partial_{S} \mathcal{S}[\boldsymbol{F}]=-\frac{1}{4} \mathcal{H} \boldsymbol{F}+F_{C}[\boldsymbol{F}]+F_{T}[\boldsymbol{F}] .
$$

Note that $\boldsymbol{F} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right) \subset C^{0}\left(\mathbb{S}^{1}\right)$, and thus, by letting $\alpha=\gamma$ in Proposition 2.6, we have $F_{C}[\boldsymbol{F}]+F_{T}[\boldsymbol{F}] \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$. Since the Hilbert transform maps $C^{0, \gamma}\left(\mathbb{S}^{1}\right)$ to itself, we have $\partial_{s} \mathcal{S}[\boldsymbol{F}] \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$. If $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$, we need to use a standard approximation argument. Let $\boldsymbol{F}_{k} \in C^{0, \gamma}\left(\mathbb{S}^{1}\right)$ be a sequence of functions that converges to $\boldsymbol{F}$ in $C^{0}\left(\mathbb{S}^{1}\right)$. Then, we have

$$
\partial_{s} \mathcal{S}\left[\boldsymbol{F}_{k}\right]=-\frac{1}{4} \mathcal{H} \boldsymbol{F}_{k}+F_{C}\left[\boldsymbol{F}_{k}\right]+F_{T}\left[\boldsymbol{F}_{k}\right]
$$

Multiplying the above by $\boldsymbol{w} \in C^{1}\left(\mathbb{S}^{1}\right)$ and integrating by parts, we have

$$
-\int_{\mathbb{S}^{1}} \partial_{s} \boldsymbol{w} \cdot \mathcal{S}\left[\boldsymbol{F}_{k}\right] d s=\int_{\mathbb{S}^{1}} \boldsymbol{w} \cdot\left(-\frac{1}{4} \mathcal{H} \boldsymbol{F}_{k}+F_{C}\left[\boldsymbol{F}_{k}\right]+F_{T}\left[\boldsymbol{F}_{k}\right]\right) d s=\int_{\mathbb{S}^{1}} \boldsymbol{w} \cdot \partial_{s} \mathcal{S}\left[\boldsymbol{F}_{k}\right] d s
$$

Letting $k \rightarrow \infty$ and noting that the Hilbert transform is bounded from $L^{p}\left(\mathbb{S}^{1}\right)$ to itself when $1<p<\infty$, we obtain the desired result.

Note that, as a consequence of the above corollary, $\mathcal{Q}[\boldsymbol{F}]=\partial_{s} \boldsymbol{X} \cdot \partial_{s} \mathcal{S}[\boldsymbol{F}]$ is well-defined for $\boldsymbol{F} \in C^{0}\left(\mathbb{S}^{1}\right)$. We now proceed to prove finer properties of the operator $\mathcal{Q}$ as stated in Proposition 1.5. Define the following commutator

$$
[\mathcal{H}, f] g:=\mathcal{H}(f g)-f \mathcal{H}(g)
$$

We prove the following estimate.

Proposition 2.8 Given $f \in C^{1}\left(\mathbb{S}^{1}\right)$ and $g \in C^{0}\left(\mathbb{S}^{1}\right)$, then for any $\alpha \in(0,1)$,

$$
\|[\mathcal{H}, f] g\|_{C^{0, \alpha}} \leq C\|f\|_{C^{1}}\|g\|_{C^{0}}
$$

where $C$ depends on $\alpha$, and is independent off, $g$.

Proof First, we split $[\mathcal{H}, f] g$ as

$$
\begin{aligned}
{[\mathcal{H}, f] g } & =\frac{1}{2 \pi} \int_{\mathbb{S} 1} \cot \left(\frac{s-s^{\prime}}{2}\right)\left(f\left(s^{\prime}\right)-f(s)\right) g\left(s^{\prime}\right) d s^{\prime} \\
& =\frac{1}{\pi} \int_{\mathbb{S}^{1}} R_{C}\left(s, s^{\prime}\right)\left(f\left(s^{\prime}\right)-f(s)\right) g\left(s^{\prime}\right) d s^{\prime}-\frac{1}{2 \pi} \int_{\mathbb{S}^{1}} \frac{f\left(s^{\prime}\right)-f(s)}{s^{\prime}-s} g\left(s^{\prime}\right) d s^{\prime} \\
& :=I+I I
\end{aligned}
$$

where $R_{C}$ is defined in (43). Next, given the smoothness of $R_{C}$, we have

$$
|I| \leq C\|f\|_{C^{0}}\|g\|_{C^{0}} \int_{\mathbb{S}^{1}}\left|s-s^{\prime}\right| d s^{\prime} \leq C\|f\|_{C^{0}}\|g\|_{C^{0}}
$$

where $C$ only depends on the expansion of $\cot (s)$. For $I I$,

$$
|I I| \leq C\|f\|_{C^{1}}\|g\|_{C^{0}} \int_{\mathbb{S}^{1}} d s^{\prime} \leq C\|f\|_{C^{1}}\|g\|_{C^{0}}
$$

Let us now examine $\partial_{s}([\mathcal{H}, f] g)$.

$$
\begin{aligned}
\partial_{s} I= & \frac{1}{2 \pi} \int_{\mathbb{S}^{1}} \partial_{s} R_{C}\left(s, s^{\prime}\right)\left(f\left(s^{\prime}\right)-f(s)\right) g\left(s^{\prime}\right) d s^{\prime} \\
& -\frac{1}{2 \pi} \int_{\mathbb{S}^{1}} R_{C}\left(s, s^{\prime}\right) \partial_{s} f(s) g\left(s^{\prime}\right) d s^{\prime},
\end{aligned}
$$

so

$$
\left|\partial_{s} I\right| \leq C\|f\|_{C^{1}}\|g\|_{C^{0}} \int_{\mathbb{S}^{1}}\left|s-s^{\prime}\right| d s^{\prime}+C\|f\|_{C^{1}}\|g\|_{C^{0}} \int_{\mathbb{S}^{1}}\left|s-s^{\prime}\right| d s^{\prime}
$$

where $C$ only depends on the expansion of $\cot (s)$. For $\Delta_{h} I I$,

$$
\left|\partial_{s} \frac{f\left(s^{\prime}\right)-f(s)}{s-s^{\prime}}\right|=\left|\frac{1}{s-s^{\prime}}\left(\frac{f(s)-f\left(s^{\prime}\right)}{s-s^{\prime}}-\partial_{s} f(s)\right)\right| \leq\|f\|_{C^{1}} \frac{1}{\left|s-s^{\prime}\right|}
$$

With the technique of $\Delta_{h} Q_{1}[u]$ in Proposition 2.6,

$$
\left|\Delta_{h} I I\right| \leq C\|f\|_{C^{1}}\|g\|_{C^{0}} h(1+\log h) \leq C\|f\|_{C^{1}}\|g\|_{C^{0}} h^{\alpha}
$$

where $C$ only depends on $\alpha$. We thus obtain the desired estimate.

We are now ready to prove Proposition 1.5.

Proof of Proposition 1.5 Recall that

$$
\mathcal{Q}[\boldsymbol{F}]=-\frac{1}{4} \partial_{s} \boldsymbol{X} \cdot \mathcal{H} \boldsymbol{F}+\frac{1}{4 \pi} \partial_{s} \boldsymbol{X} \cdot\left(F_{C}[\boldsymbol{F}]+F_{T}[\boldsymbol{F}]\right) .
$$

For the $\partial_{S} \boldsymbol{X} \cdot F_{C}[\boldsymbol{F}]$ term,

$$
\partial_{s} \boldsymbol{X} \cdot F_{C}[\boldsymbol{F}]=\partial_{s} \boldsymbol{X} \cdot F_{C}\left[f_{1} \partial_{s} \boldsymbol{X}\right]+\partial_{s} \boldsymbol{X} \cdot F_{C}\left[f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right]
$$

By Proposition 2.6,

$$
\begin{aligned}
& \left\|\partial_{s} \boldsymbol{X} \cdot F_{C}\left[f_{1} \partial_{s} \boldsymbol{X}\right]\right\|_{C^{0, \alpha}} \leq C\left\|\partial_{s} \boldsymbol{X}\right\|_{C^{0, \alpha}}\left\|F_{C}\left[f_{1} \partial_{s} \boldsymbol{X}\right]\right\|_{C^{0, \alpha}} \\
& \quad \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{3}}{|\boldsymbol{X}|_{*}^{2}}\left\|f_{1} \partial_{s} \boldsymbol{X}\right\|_{C^{0}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{3}}{|\boldsymbol{X}|_{*}^{2}}\left\|f_{1}\right\|_{C^{0}},
\end{aligned}
$$

where we used $\left|\partial_{s} \boldsymbol{X}\right|=1$. Likewise, we have

$$
\left\|\partial_{s} \boldsymbol{X} \cdot F_{C}\left[f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{3}}{|\boldsymbol{X}|_{*}^{2}}\left\|f_{2}\right\|_{C^{0}}
$$

Similarly, for the $\partial_{s} \boldsymbol{X} \cdot F_{T}[\boldsymbol{F}]$ term, by Proposition 2.6 , we obtain

$$
\begin{gathered}
\left\|\partial_{s} \boldsymbol{X} \cdot F_{T}\left[f_{1} \partial_{s} \boldsymbol{X}\right]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{3}}{|\boldsymbol{X}|_{*}^{2}}\left\|f_{1}\right\|_{C^{0}} \\
\left\|\partial_{s} \boldsymbol{X} \cdot F_{T}\left[f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right]\right\|_{C^{0, \alpha}} \leq C \frac{\|\boldsymbol{X}\|_{C^{2}}^{3}}{|\boldsymbol{X}|_{*}^{2}}\left\|f_{2}\right\|_{C^{0}}
\end{gathered}
$$

Let us now consider the first term in (44) which involves the Hilbert transform. First, note that, for $v \in C^{1}$ and $f \in C^{0}$, we have

$$
\begin{equation*}
\mathcal{H}(f \boldsymbol{v})=(\mathcal{H} f) \boldsymbol{v}+[\mathcal{H}, \boldsymbol{v} \cdot] f \tag{44}
\end{equation*}
$$

Applying this to $f=f_{1}$ and $\boldsymbol{v}=\partial_{S} \boldsymbol{X}$, we obtain

$$
\partial_{s} \boldsymbol{X} \cdot \mathcal{H}\left(f_{1} \partial_{s} \boldsymbol{X}\right)=\mathcal{H} f_{1}+\partial_{s} \boldsymbol{X} \cdot\left(\left[\mathcal{H}, \partial_{S} \boldsymbol{X} \cdot\right] f_{1}\right),
$$

By Proposition 2.8, we get

$$
\left\|\partial_{S} \boldsymbol{X} \cdot\left(\left[\mathcal{H}, \partial_{s} \boldsymbol{X}\right] f_{1}\right)\right\|_{C^{0, \alpha}} \leq C\left\|\partial_{S} \boldsymbol{X}\right\|_{C^{0, \alpha}}\left\|\left[\mathcal{H}, \partial_{s} \boldsymbol{X} \cdot\right] f_{1}\right\|_{C^{0, \alpha}} \leq C\|\boldsymbol{X}\|_{C^{2}}^{2}\left\|f_{1}\right\|_{C^{0}} .
$$

Applying (44) with $f=f_{2}$ and $\boldsymbol{v}=\partial_{s} \boldsymbol{X}^{\perp}$ and using Proposition 2.8, we obtain

$$
\left\|\partial_{s} \boldsymbol{X} \cdot \mathcal{H}\left(f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right)\right\|_{C^{0, \alpha}} \leq\left\|\partial_{s} \boldsymbol{X} \cdot\left(\left[\mathcal{H}, \partial_{s} \boldsymbol{X}^{\perp} \cdot\right] f_{2}\right)\right\|_{C^{0, \alpha}} \leq C\|\boldsymbol{X}\|_{C^{2}}^{2}\left\|f_{2}\right\|_{C^{0}}
$$

Therefore,

$$
\begin{aligned}
\mathcal{Q}[\boldsymbol{F}] & =-\frac{1}{4} \mathcal{H}\left(f_{1}+\mathcal{M}_{1}\left(f_{1}\right)+\mathcal{M}_{2}\left(f_{2}\right),\right. \\
\mathcal{M}_{1}\left(f_{1}\right) & =-\frac{1}{4} \partial_{s} \boldsymbol{X} \cdot\left[\mathcal{H}, \partial_{s} \boldsymbol{X}\right] f_{1}+\frac{1}{4 \pi} \partial_{s} \boldsymbol{X} \cdot\left(F_{C}\left[f_{1} \partial_{s} \boldsymbol{X}\right]+F_{T}\left[f_{1} \partial_{s} \boldsymbol{X}\right]\right), \\
\mathcal{M}_{2}\left(f_{2}\right) & =\frac{1}{4}\left[\mathcal{H}, \partial_{s} \boldsymbol{X}^{\perp} \cdot\right] f_{2} \partial_{s} \boldsymbol{X}^{\perp}+\frac{1}{4 \pi} \partial_{s} \boldsymbol{X} \cdot\left(F_{C}\left[f_{2} \partial_{s} \boldsymbol{X}^{\perp}\right]+F_{T}\left[f_{2} \partial_{S} \boldsymbol{X}^{\perp}\right]\right),
\end{aligned}
$$

where $\mathcal{M}_{1}, \mathcal{M}_{2}$ are bounded maps from $C^{0}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ for any $\alpha \in(0,1)$. The statement on the mapping properties of $\mathcal{Q}$ follows from the well-known fact that the Hilbert transform is a bounded operator from $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ to itself for $\alpha \in(0,1)$ (see, for example, Sect. I.8.4 of [14]).

Proof of Proposition 1.6 Recall that

$$
\mathcal{L} \sigma=\mathcal{Q}\left[\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)\right] .
$$

Since

$$
\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)=\partial_{s} \sigma \partial_{s} \boldsymbol{X}+\sigma \partial_{s}^{2} \boldsymbol{X}=\partial_{s} \sigma \partial_{s} \boldsymbol{X}+\widetilde{\sigma} \partial_{s} \boldsymbol{X}^{\perp}
$$

where $\tilde{\sigma}=\sigma \partial_{s} \boldsymbol{X}^{\perp} \cdot \partial_{s}^{2} \boldsymbol{X}$, we have

$$
\mathcal{L} \sigma=-\frac{1}{4} \mathcal{H} \partial_{s} \sigma+\mathcal{M}_{1}\left(\partial_{s} \sigma\right)+\mathcal{M}_{2}(\widetilde{\sigma})
$$

Since $\|\widetilde{\sigma}\|_{C^{0}} \leq\|X\|_{C^{2}}\|\sigma\|_{C^{0}}$, the result follows by Proposition 1.5.

### 2.3 Proof of well-posedness

We are now ready to prove the well-posedness of the tension determination problem.
Proof of Theorem 1.2, when $\Gamma$ is not a circle
By Proposition 2.4, solving the tension determination problem in the sense of Definition 1.1 is equivalent to finding a $\sigma$ satisfying

$$
\begin{equation*}
\int_{\mathbb{S}^{1}} \partial_{s}\left(w \partial_{s} \boldsymbol{X}\right) \cdot \mathcal{S}\left(\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)+\boldsymbol{F}\right) d s=0 \text { for any } w \in C^{1}\left(\mathbb{S}^{1}\right) \tag{45}
\end{equation*}
$$

which, thanks to and Proposition 2.7, is equivalent to solving the following equation for $\sigma$

$$
\begin{equation*}
\mathcal{L} \sigma=-\mathcal{Q}[\boldsymbol{F}] \tag{46}
\end{equation*}
$$

We would thus like to show that Eq. (46) has a unique solution in $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ when $\Gamma$ is not a circle. Proposition 1.6 implies

$$
\mathcal{L} \sigma=\left(-\frac{1}{4} \mathcal{H} \partial_{s}+\mathcal{M}\right) \sigma
$$

where $\mathcal{M}$ is a bounded operator from $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $C^{\alpha}\left(\mathbb{S}^{1}\right)$ for any $\alpha$ in $(0,1)$. We may take $\gamma<\alpha$. Thus, solving the above equation is equivalent to solving

$$
\left(\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)-(I+\mathcal{M})\right) \sigma=\mathcal{Q}[\boldsymbol{F}]
$$

where $I$ is the identity map. Since the Hilbert transform is a bounded operator from $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ to itself for $\alpha \in(0,1)$ (mentioned in the proof of Proposition 1.5), $\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)$ is a bounded operator from $C^{1, \alpha}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$. We claim that $\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)$ has a bounded inverse. We now give a short proof of this fact for completeness.
Since $C^{k, \alpha}\left(\mathbb{S}^{1}\right)$ is embedded in the $L^{2}$ Sobolev spaces $H^{k}\left(\mathbb{S}^{1}\right)$ for $k=0$, 1 , we may view $\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)$ as a Fourier multiplier operator with symbol:

$$
A_{0}(n)=1+\frac{1}{4}|n|, n \in \mathbb{Z} .
$$

Since $A_{0}(n) \geq 1$ for all $n \in \mathbb{Z},\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)$ is an one-to-one operator. The Fourier coefficients of $f \in C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ decay like $|n|^{-\alpha}$ for large $|n|$. Since

$$
\frac{1}{A_{0}(n)}=\frac{1}{1+\frac{1}{4}|n|} \leq 4 \frac{1}{|n|},
$$

$\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} f$ is in $C^{1}\left(\mathbb{S}^{1}\right)$. Since

$$
\frac{n}{A_{0}(n)}=4 \operatorname{sgn}(n)-4 \frac{\operatorname{sgn}(n)}{1+\frac{1}{4}|n|},
$$

$\partial_{s}\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} f=-4 \mathcal{H}\left(f-\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} f\right)$. Therefore, $\partial_{s}\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} f$ is in $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ and $\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right) f$ is bijective from $C^{1, \alpha}\left(\mathbb{S}^{1}\right)$ to $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$. By the inverse mapping theorem

$$
\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1}
$$

is a bounded operator from $C^{0, \alpha}\left(\mathbb{S}^{1}\right)$ to $C^{1, \alpha}\left(\mathbb{S}^{1}\right)$ for any $0<\alpha<1$.
Using the above, we see that solving (24) is equivalent to solving

$$
(I+\mathcal{K}) \sigma=\tilde{F}
$$

where

$$
\begin{aligned}
& \mathcal{K}=-\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1}(I+\mathcal{M}), \\
& \tilde{F}=\left(I+\frac{1}{4} \mathcal{H} \partial_{s}\right)^{-1} \mathcal{Q}[\boldsymbol{F}] \in C^{1, \gamma}\left(\mathbb{S}^{1}\right) .
\end{aligned}
$$

Note that $\mathcal{K}$ is a bounded operator from $C^{1, \gamma}$ to $C^{1, \alpha}$, and since we have chosen $\alpha>\gamma$, $\mathcal{K}$ is in fact a compact operator from $C^{1, \gamma}$ to itself. Thus, by the Fredholm alternative theorem, $I+\mathcal{K}$ is invertible if and only if

$$
(I+\mathcal{K}) \sigma=0
$$

has a unique solution. We must thus show that if $\sigma \in C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ satisfies $\mathcal{L} \sigma=0$, then $\sigma=0$. Let

$$
\boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}\left[\partial_{s}\left(\sigma \partial_{s} X\right)\right](\boldsymbol{x}), p(\boldsymbol{x})=\mathcal{P}\left[\partial_{s}\left(\sigma \partial_{s} X\right)\right][\boldsymbol{x}] .
$$

The above $\boldsymbol{u}$ and $p$, together with $\sigma$, solves the tension determination problem in the sense of Definition 1.1. In particular, we have (see also (45)):

$$
\begin{equation*}
\int_{\mathbb{S}^{1}} \boldsymbol{u}(\boldsymbol{X}(s)) \cdot \partial_{s}\left(w \partial_{s} \boldsymbol{X}\right) d s=0 \text { for any } w \in C^{1}\left(\mathbb{S}^{1}\right) \tag{47}
\end{equation*}
$$

By Corollary 2.3, we have

$$
\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma}\left|\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right|^{2} d \boldsymbol{x}=\int_{\Gamma} \boldsymbol{u}(\boldsymbol{X}(s)) \cdot \partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right) d s=0
$$

where we used (47) in the last equality. Noting that $\boldsymbol{u}$ is smooth in $\mathbb{R}^{2} \backslash \Gamma$, we have

$$
\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}=0
$$

and therefore $\boldsymbol{u}$ must be a rigid rotation. Since $\boldsymbol{u} \rightarrow 0$ as $|\boldsymbol{x}| \rightarrow \infty$, we conclude that $\boldsymbol{u}=0$ in the exterior region $\Omega_{2}$. Using Lemma 2.1, $\boldsymbol{u}$ is continuous across $\Gamma$, and thus must be identically equal to 0 in the interior region $\Omega_{1}$ as well. Since $\boldsymbol{u}$ and $p$ satisfy the Stokes equation (9), we have

$$
\nabla p=0 \text { for } \mathbb{R}^{2} \backslash \Gamma
$$

Thus, $p$ is constant within $\Omega_{1}$ and $\Omega_{2}$. Let $\Delta p:=\left.p\right|_{\Omega_{1}}-\left.p\right|_{\Omega_{2}}$. Inserting this into (12) with $\boldsymbol{F}=0$, we have

$$
\begin{equation*}
\Delta p \boldsymbol{n}=\partial_{s}(\sigma \boldsymbol{\tau})=\left(\partial_{s} \sigma\right) \boldsymbol{\tau}+\sigma \partial_{s} \boldsymbol{\tau} \tag{48}
\end{equation*}
$$

Since $\boldsymbol{\tau} \cdot \partial_{s} \boldsymbol{\tau}=0$, we have

$$
\begin{equation*}
\partial_{s} \sigma=0, \tag{49}
\end{equation*}
$$

which implies that $\sigma$ is constant on $\Gamma$. Equating the normal components implies

$$
\begin{equation*}
\Delta p=\boldsymbol{n} \cdot \sigma \partial_{s} \boldsymbol{\tau}=-\sigma \kappa(s), \tag{50}
\end{equation*}
$$

where $\kappa$ is the curvature. If $\Gamma$ is not a circle, $\kappa(s)$ is not a constant. Thus, $\sigma=0$.

Let us now turn to the case when $\Gamma$ is a circle.
Proof of Theorem 1.2 when $\Gamma$ is a circle
We must solve (46). To do so, we first prove that, for $g \in C^{0}\left(\mathbb{S}^{1}\right)$, we have

$$
\begin{equation*}
\int_{\mathbb{S}^{1}} \mathcal{Q}[g] d s=0 \tag{51}
\end{equation*}
$$

Indeed,

$$
\int_{\mathbb{S}^{1}} \mathcal{Q}[\boldsymbol{g}] d s=\int_{\mathbb{S}^{1}} \boldsymbol{\tau} \cdot \partial_{s} \mathcal{S}[\boldsymbol{g}] d s=-\int_{\mathbb{S}^{1}} \partial_{s}^{2} \boldsymbol{X} \cdot \mathcal{S}[\boldsymbol{g}] d s=\int_{\mathbb{S}^{1}} \boldsymbol{n} \cdot \mathcal{S}[\boldsymbol{g}] d s
$$

where we used the fact that $\Gamma$ is a unit circle, and thus, $\partial_{s}^{2} \boldsymbol{X}=-\boldsymbol{n}$. Let $\boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}[\boldsymbol{g}](\boldsymbol{x})$. Then,

$$
\begin{equation*}
\int_{\mathbb{S}^{1}} \boldsymbol{n} \cdot \mathcal{S}[\boldsymbol{g}] d s=\int_{\mathbb{S}^{1}} \boldsymbol{n} \cdot \boldsymbol{u}(\boldsymbol{X}(s)) d s=\int_{\Omega_{1}} \nabla \cdot \boldsymbol{u} d \boldsymbol{x}=0 \tag{52}
\end{equation*}
$$

where we used the divergence theorem and the fact that $\boldsymbol{u}$ is divergence free. We thus have (51).

Define the following function space with zero average

$$
\begin{equation*}
\bar{C}^{k, \gamma}\left(\mathbb{S}^{1}\right)=\left\{w \in C^{k, \gamma}\left(\mathbb{S}^{1}\right) \mid \int_{\mathbb{S}^{1}} w d s=0\right\}, \quad k=0,1,2, \ldots, \gamma \in(0,1) . \tag{53}
\end{equation*}
$$

From (51), we see that $\mathcal{Q}[\boldsymbol{F}] \in \bar{C}^{0, \gamma}\left(\mathbb{S}^{1}\right)$. When $\sigma \in \bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right) \subset C^{1, \gamma}\left(\mathbb{S}^{1}\right)$, clearly, $\mathcal{L} \sigma \in$ $C^{0, \gamma}\left(\mathbb{S}^{1}\right)$. Since $\mathcal{L} \sigma=\mathcal{Q}\left[\partial_{s}\left(\sigma \partial_{s} \boldsymbol{X}\right)\right]$, we see from (51) that in fact, $\mathcal{L} \sigma \in \bar{C}^{0, \gamma}\left(\mathbb{S}^{1}\right)$. We may thus regard (46) as an equation for $\sigma \in \bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$ with right hand side in $\bar{C}^{0, \gamma}\left(\mathbb{S}^{1}\right)$. The question of well-posedness thus reduces to the question of invertibility of $\mathcal{L}$ as a map from $\bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $\bar{C}^{0, \gamma}\left(\mathbb{S}^{1}\right)$.

Note that the operator $\mathcal{H} \partial_{s}$ maps $\bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $\bar{C}^{0, \gamma}\left(\mathbb{S}^{1}\right)$. We may thus use exactly the same argument as in the non-circle case to show that $\mathcal{L}$ is invertible if and only if its kernel is trivial. Thus, suppose $\mathcal{L} \sigma=0$. Again, using exactly the same argument as in the non-circle case, we deduce (48), from which we see that $\sigma$ must be a constant, as in (49). However, since $\kappa=1$ (does not depend on $s$ ) for a circle, we cannot conclude that $\sigma=0$
as in (50). The kernel of $\mathcal{L}$ thus consists of constant $\sigma$. Since we have restricted $\mathcal{L}$ to act on $\bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$, this implies that $\sigma=0$.

For $\boldsymbol{F}$ satisfying the assumptions of the theorem statement, we thus see that (46) has a solution $\sigma_{0} \in \bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$. If we take any general solution $\sigma \in C^{1, \gamma}\left(\mathbb{S}^{1}\right)$, we have

$$
\mathcal{L}\left(\sigma-\sigma_{0}\right)=0
$$

The above argument shows that $\sigma-\sigma_{0}=c$ for some constant $c$.
For future use, we collect some results that we proved above.
Lemma 2.9 When $\Gamma$ is a circle, $\mathcal{S}\left[\partial_{s} \tau\right]=0$. The operator $\mathcal{L}$ has an eigenvalue of 0 with the constant functions as eigenfunctions. Moreover, $\mathcal{L}$ is an invertible operator from $\bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $\bar{C}^{\gamma}\left(\mathbb{S}^{1}\right), 0<\gamma<1$.

Proof The first statement follows from (52). Indeed, we have

$$
\int_{\mathbb{S}^{1}} \boldsymbol{n} \cdot \mathcal{S}[\boldsymbol{g}] d s=\int_{\mathbb{S}^{1}} \boldsymbol{g} \cdot \mathcal{S}[\boldsymbol{n}] d s=0
$$

where we used the symmetry of $\mathcal{S}$. Since $\boldsymbol{g}$ is arbitrary, we see that $\mathcal{S}[\boldsymbol{n}]=\mathcal{S}\left[\partial_{s} \boldsymbol{\tau}\right]=0$. The rest of the statements were already shown in the proof of the theorem above.

## 3 Behavior of $\mathcal{L}$ when $\Gamma$ is close to a circle

### 3.1 Operator $\mathcal{L}$ under general non-degenerate parametrization of $\Gamma$

In this subsection, we translate our results for $\mathcal{L}$ in the previous section to the case when $\boldsymbol{X}$ is given an arbitrary non-degenerate parametrization. Let $\boldsymbol{X}(s)$ be a simple $C^{2}$ curve parametrized by the arclength coordinate $s \in \mathbb{S}_{L}^{1}=\mathbb{R} / L \mathbb{Z}$. Let us reparametrize this curve by a strictly monotone increasing $C^{2}$ function $s=\Phi(\theta), \theta \in \mathbb{S}^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ so that the new parametrization is given by $\widetilde{X}(\theta)=X(\Phi(\theta))$. Now that our curve is parametrized by $\theta$, the stress jump condition (12) in the tension determination problem is replaced by

$$
\llbracket\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}-p \mathbb{I}\right) \boldsymbol{n} \rrbracket \partial_{\theta} \Phi=\widetilde{\boldsymbol{F}}(\theta)+\partial_{\theta}(\widetilde{\sigma}(\theta) \widetilde{\boldsymbol{\tau}}(\theta)), \tilde{\boldsymbol{\tau}}=\frac{\partial_{\theta} \tilde{\boldsymbol{X}}}{\left|\partial_{\theta} \widetilde{\boldsymbol{X}}\right|} \quad \text { on } \Gamma \text {. }
$$

where $\widetilde{\boldsymbol{F}}=\boldsymbol{F}(\Phi(\theta)) \partial_{\theta} \Phi$ and $\widetilde{\sigma}(\theta)=\sigma(\Phi(\theta))$. Using the steps identical to those that led to Eq. (23), we see that the equation satisfied by $\tilde{\sigma}$ is given by

$$
\begin{align*}
\mathcal{L}_{\theta} \tilde{\sigma} & =-\mathcal{Q}_{\theta}[\widetilde{\boldsymbol{F}}], \mathcal{L}_{\theta} \tilde{\sigma}=\mathcal{Q}_{\theta}\left[\partial_{\theta}(\widetilde{\sigma} \tilde{\boldsymbol{\tau}})\right], \mathcal{Q}_{\theta}[\widetilde{\boldsymbol{F}}]=\tilde{\boldsymbol{\tau}} \cdot \partial_{\theta} \mathcal{S}_{\theta}[\widetilde{\boldsymbol{F}}] \\
\mathcal{S}_{\theta}[\boldsymbol{g}] & =\int_{\mathbb{S}^{1}} G\left(\widetilde{\boldsymbol{X}}(\theta)-\widetilde{\boldsymbol{X}}\left(\theta^{\prime}\right)\right) \boldsymbol{g}\left(\theta^{\prime}\right) d \theta^{\prime} \tag{54}
\end{align*}
$$

Let $\mathcal{L}_{s}$ be the operator $\mathcal{L}$ in (23) (except here, the length of the curve is not necessarily normalized to $2 \pi$ ). It is easily seen that the $\operatorname{map} \mathcal{L}_{\theta}$ and $\mathcal{L}_{s}$ have the following relationship. For a function $w(s), s \in \mathbb{S}_{L}^{1}$, define the map:

$$
\left(\Phi^{*} w\right)(\theta)=w(\Phi(\theta))
$$

and likewise for $\left(\Phi^{-1}\right)^{*}$. We have

$$
\mathcal{L}_{\theta} g(\theta)=\left(\partial_{\theta} \Phi\right)\left(\left(\mathcal{L}_{s} g\left(\Phi^{-1}(s)\right)\right)(\Phi(\theta))\right)=\left(\partial_{\theta} \Phi\right)\left(\Phi^{*} \circ \mathcal{L}_{s} \circ\left(\Phi^{-1}\right)^{*} g\right)(\theta)
$$

Recall from Proposition 1.6 that $\mathcal{L}_{s}$ is a bounded operator from $C^{1, \gamma}\left(\mathbb{S}_{L}^{1}\right)$ to $C^{\gamma}\left(\mathbb{S}_{L}^{1}\right)$ where $0<\gamma<1$ (Proposition 1.6 proves this when length $L=2 \pi$, but it is clear that this statement remains true for arbitrary $L$ ). Note also that $\Phi^{*}$ is an isomorphism from $C^{\alpha}\left(\mathbb{S}_{L}^{1}\right)$ to $C^{\alpha}\left(\mathbb{S}^{1}\right)$ for any $0 \leq \alpha \leq 2$. The map $\left(\Phi^{-1}\right)^{*}$ is simply the inverse map of $\Phi^{*}$. Multiplication by $\partial_{\theta} \Phi$ is an isomorphism from $C^{\alpha}\left(\mathbb{S}^{1}\right)$ to itself as long as $0 \leq \alpha \leq 1$. The
above expression thus implies that $\mathcal{L}_{\theta}$ is a bounded operator from $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $C^{\gamma}\left(\mathbb{S}^{1}\right)$ for $0<\gamma<1$. Furthermore, we see that $\mathcal{L}_{\theta}$ is invertible if and only if $\mathcal{L}_{s}$ is invertible. We have the following proposition. It is convenient to introduce the $L^{2}$ inner product:

$$
\langle f, g\rangle=\int_{\mathbb{S} 1} f(\theta) g(\theta) d \theta, \quad\langle\boldsymbol{f}, \boldsymbol{g}\rangle=\int_{\mathbb{S} 1} \boldsymbol{f}(\theta) \cdot \boldsymbol{g}(\theta) d \theta
$$

We also note that the function spaces $\bar{C}^{k, \gamma}\left(\mathbb{S}^{1}\right)$ was defined in (53).
Proposition 3.1 Let $\Gamma$ be a simple closed curve in $\mathbb{R}^{2}$ such that its arclength parametrization $X(s)$ is a $C^{2}$ function. Let $\theta$ be an alternate $C^{2}$ non-degenerate parametrization such that $s=\Phi(\theta), \partial_{\theta} \Phi>0$. The operator $\mathcal{L}_{\theta}$ defined in (54) is a bounded operator from $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ to $C^{\gamma}\left(\mathbb{S}^{1}\right)$ where $0<\gamma<1$. The spectrum of $\mathcal{L}_{\theta}$ consist of discrete and real eigenvalues. Furthermore we have the following.

1. If $\Gamma$ is not a circle, all eigenvalues are negative.
2. If $\Gamma$ is a circle, the eigenvalues are negative except for a simple eigenvalue at 0 .

Proof We have already proved the first statement. When $\Gamma$ is not a circle, we know that $\mathcal{L}_{\theta}$ is invertible, and thus, $\mathcal{L}_{\theta}^{-1}$ exists and it is a bounded operator from $C^{\gamma}\left(\mathbb{S}^{1}\right)$ to $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$. Thus, $\mathcal{L}_{\theta}^{-1}$ is a compact operator on $\mathbb{C}^{\gamma}\left(\mathbb{S}^{1}\right)$ with trivial kernel, and thus, the spectrum is discrete and consist of eigenvalues. Thus, the spectrum of $\mathcal{L}_{\theta}$ consists of eigenvalues, and they are discrete and nonzero. To prove positivity, we note the following. Let $\sigma$ and $\mu$ be $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$ functions that are real valued. Then,

$$
\begin{align*}
\left\langle\mu, \mathcal{L}_{\theta} \sigma\right\rangle & =\int_{\mathbb{S}^{1}} \mu(\theta) \widetilde{\boldsymbol{\tau}}(\theta) \cdot \partial_{\theta} G\left(\boldsymbol{X}(\theta)-\boldsymbol{X}\left(\theta^{\prime}\right)\right)\left(\sigma\left(\theta^{\prime}\right) \widetilde{\boldsymbol{\tau}}\left(\theta^{\prime}\right)\right) d \theta^{\prime} d \theta \\
& =-\int_{\mathbb{S}^{1}} \partial_{\theta}(\mu(\theta) \widetilde{\boldsymbol{\tau}}(\theta)) \cdot G\left(\boldsymbol{X}(\theta)-\boldsymbol{X}\left(\theta^{\prime}\right)\right)\left(\sigma\left(\theta^{\prime}\right) \widetilde{\boldsymbol{\tau}}\left(\theta^{\prime}\right)\right) d \theta^{\prime} d \theta  \tag{55}\\
& =\left\langle\mathcal{L}_{\theta} \mu, \sigma\right\rangle
\end{align*}
$$

where we integrated by parts in the second equality and used the symmetry of $G(X)(\theta)-$ $\left.\boldsymbol{X}\left(\theta^{\prime}\right)\right)$ and the Fubini's theorem in the last equality. Substituting $\mu=\sigma$ into the above expression, we have

$$
\begin{equation*}
\left\langle\sigma, \mathcal{L}_{\theta} \sigma\right\rangle=-\int_{\mathbb{S}^{1}} \partial_{\theta}(\sigma \tilde{\boldsymbol{\tau}}) \cdot \mathcal{S}_{\theta}\left[\partial_{\theta}(\sigma \tilde{\boldsymbol{\tau}})\right] d \theta \tag{56}
\end{equation*}
$$

As in (19), define

$$
\boldsymbol{u}(\boldsymbol{x})=\widehat{\mathcal{S}}_{\theta}\left[\partial_{\theta}(\sigma \widetilde{\boldsymbol{\tau}})\right](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} G(\boldsymbol{x}-\boldsymbol{X}(\theta)) \partial_{\theta}(\sigma \widetilde{\boldsymbol{\tau}}) d \theta
$$

Using Corollary 2.3 with $\Gamma$ parametrized by $\theta$, we find that:

$$
\int_{\mathbb{S}^{1}} \partial_{\theta}(\sigma \tilde{\boldsymbol{\tau}}) \cdot \mathcal{S}_{\theta}\left[\partial_{\theta}(\sigma \tilde{\boldsymbol{\tau}})\right] d \theta=\frac{1}{2} \int_{\mathbb{R}^{2} \backslash \Gamma}\left|\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right|^{2} d \boldsymbol{x} \geq 0 .
$$

Combining the above with (56), we have

$$
\left\langle\sigma, \mathcal{L}_{\theta} \sigma\right\rangle \leq 0 .
$$

The symmetry (55) with the semi-negativity above immediately shows that all eigenvalues must be non-positive. Since the eigenvalues of $\mathcal{L}_{\theta}$ are nonzero, they must be negative.
When $\Gamma$ is a circle we note that $\mathcal{L}_{s}$ is invertible as an operator from $\bar{C}^{1, \gamma}\left(\mathbb{S}_{L}^{1}\right)$ to $\bar{C}^{\gamma}\left(\mathbb{S}_{L}^{1}\right)$ as observed in proof of Theorem 1.2 when $\Gamma$ is a circle (see the discussion following (53) and Lemma 2.9). Using this fact, we can prove our assertion in the same way as in the non-circle case. We omit the details.

Remark 3.2 The above proof shows that $\mathcal{L}_{\theta}$ is a symmetric negative semidefinite operator on $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$, which is a dense subset of $L^{2}\left(\mathbb{S}^{1}\right)$. We thus see that $\mathcal{L}_{\theta}$ has a Friedrichs extension as a self-adjoint operator on $L^{2}\left(\mathbb{S}^{1}\right)$. We will not be making use of this fact in what follows.

### 3.2 Eigenvalue problem for $\mathcal{L}$ near a circle

We shall henceforth consider the case when $X$ is close to a unit circle. Suppose $\Gamma$ is close to a unit circle in the $C^{2}$ sense. Then, it is clear that $X$ can be written as

$$
\boldsymbol{X}(\theta)=\boldsymbol{X}_{c}(\theta)+\boldsymbol{Y}(\theta)=(1+g(\theta)) \boldsymbol{X}_{c}(\theta), \boldsymbol{X}_{c}(\theta)=\binom{\cos (\theta)}{\sin (\theta)}
$$

where $g(\theta)$ is a $C^{2}$ function. This is simply the polar coordinate representation of the curve $\Gamma$. In the above and henceforth, we drop the $\sim$ in Sect. 3.1 when referring to quantities parametrized in the $\theta$ coordinate. We will discuss the properties of $\mathcal{L}_{\theta}$ when $\boldsymbol{X}$ is given by (29), which we reproduce here:

$$
\boldsymbol{X}=\boldsymbol{X}_{\varepsilon}=\boldsymbol{X}_{c}+\varepsilon \boldsymbol{Y}=(1+\varepsilon g) \boldsymbol{X}_{c} .
$$

We shall henceforth drop the subscript $\theta$ when we refer to $\mathcal{L}_{\theta}, \mathcal{S}_{\theta}$ and $\mathcal{Q}_{\theta}$ of (54). Instead, we will let $\mathcal{L}_{\varepsilon}, \mathcal{S}_{\varepsilon}, \mathcal{Q}_{\varepsilon}$ denote the respective operators when $X=X_{\varepsilon}$. Let us write out $\mathcal{L}_{\varepsilon}$

$$
\begin{align*}
\mathcal{L}_{\varepsilon} \sigma & =\boldsymbol{\tau}_{\varepsilon} \cdot \partial_{\theta} \mathcal{S}_{\varepsilon}\left[\partial_{\theta}\left(\sigma \boldsymbol{\tau}_{\varepsilon}\right)\right] \\
& =\boldsymbol{\tau}_{\varepsilon} \cdot \frac{1}{4 \pi} \partial_{\theta} \int_{\mathbb{S}^{1}}\left(G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right) \mathbb{I}+G_{T}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)\right) \partial_{\theta^{\prime}}\left(\sigma^{\prime} \boldsymbol{\tau}_{\varepsilon}^{\prime}\right) d \theta^{\prime}, \boldsymbol{\tau}_{\varepsilon}=\frac{\partial_{\theta} \boldsymbol{X}_{\varepsilon}}{\left|\partial_{\theta} \boldsymbol{X}_{\varepsilon}\right|} \tag{57}
\end{align*}
$$

where $\sigma^{\prime}=\sigma\left(\theta^{\prime}\right)$ and similarly for other symbols with a prime.
We are interested in the behavior of $\mathcal{L}_{\varepsilon}$ when $\varepsilon$ is close to 0 . For this purpose, we first examine the regularity of $\mathcal{L}_{\varepsilon}$ with respect to $\varepsilon$. For Banach spaces $U$ and $V$, let us denote by $\mathcal{B}(U, V)$ the set of Banach space of bounded operators from $U$ to $V$ topologized by the uniform operator topology. For a Banach space $W$ and an open interval $I \subset \mathbb{R}$ we shall use the notation $C^{n}(I ; W)$ to denote the set of $n$-times continuously differentiable maps from $I$ to $W$. The smooth maps from $I$ to $W$ will be denoted by $C^{\infty}(I ; W)$.

Proposition 3.3 Suppose $\boldsymbol{Y}(\theta)$ is a $C^{2}$ function. Then, there is an $\varepsilon_{0}>0$ such that $\mathcal{L}_{\varepsilon}$ is a smooth map from $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ to $\mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right), C^{\gamma}\left(\mathbb{S}^{1}\right)\right)$. In other words, $\mathcal{L}_{\varepsilon} \in$ $C^{\infty}\left(\left(-\epsilon_{0}, \epsilon_{0}\right) ; \mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right), C^{\gamma}\left(\mathbb{S}^{1}\right)\right)\right)$.

Proof Pick an $M>0$ and $m>0$ such that

$$
\begin{aligned}
&\|\boldsymbol{Y}\|_{C^{2}} \leq M, \sup _{|\varepsilon|<\varepsilon_{0}}\left\|\boldsymbol{X}_{\epsilon}\right\|_{C^{2}} \leq M \\
& \inf _{|\varepsilon|<\varepsilon_{0}}\left|\boldsymbol{X}_{\epsilon}\right|_{*} \geq m, \quad|\boldsymbol{X}|_{*}=\inf _{\theta \neq \theta^{\prime}} \frac{\left|\boldsymbol{X}(\theta)-\boldsymbol{X}\left(\theta^{\prime}\right)\right|}{\left|\theta-\theta^{\prime}\right|} .
\end{aligned}
$$

This is always possible by taking $\varepsilon_{0}>0$ small enough. It is clear that

$$
\begin{equation*}
\boldsymbol{\tau}_{\varepsilon} \in C^{\infty}\left(\left(-\varepsilon_{0}, \varepsilon_{0}\right) ; C^{1}\left(\mathbb{S}^{1}\right)\right) \tag{58}
\end{equation*}
$$

Next, let us consider $\partial_{\theta} \mathcal{S}_{\varepsilon}[\cdot]$. Take derivatives of $G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)$ with respect to $\varepsilon$.

$$
\frac{d}{d \varepsilon} G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)=-\frac{\Delta \boldsymbol{X}_{\varepsilon} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{2}} .
$$

Moreover, for all $\alpha_{0}, \alpha_{1}, \beta_{0}, \beta_{1} \in \mathbb{N} \cup\{0\}$,

$$
\begin{aligned}
\frac{d}{d \varepsilon} & \frac{\left(\Delta X_{\varepsilon, 1}\right)^{\alpha_{0}}\left(\Delta X_{\varepsilon, 2}\right)^{\beta_{0}}\left(\Delta Y_{1}\right)^{\alpha_{1}}\left(\Delta Y_{2}\right)^{\beta_{1}}}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}}} \\
& =-\left(\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}\right) \frac{\left(\Delta X_{\varepsilon, 1}\right)^{\alpha_{0}}\left(\Delta X_{\varepsilon, 2}\right)^{\beta_{0}}\left(\Delta Y_{1}\right)^{\alpha_{1}}\left(\Delta Y_{2}\right)^{\beta_{1}}\left(\Delta X_{\varepsilon, 1} \Delta Y_{1}+\Delta X_{\varepsilon, 2} \Delta Y_{2}\right)}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}+2}} \\
& +\frac{\left(\Delta X_{\varepsilon, 1}\right)^{\alpha_{0}-1}\left(\Delta X_{\varepsilon, 2}\right)^{\beta_{0}-1}\left(\Delta Y_{1}\right)^{\alpha_{1}}\left(\Delta Y_{2}\right)^{\beta_{1}}\left(\alpha_{0} \Delta X_{\varepsilon, 2} \Delta Y_{1}+\beta_{0} \Delta X_{\varepsilon, 1} \Delta Y_{2}\right)}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}}} .
\end{aligned}
$$

Therefore, $\frac{d^{n}}{d \varepsilon^{n}} G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)$ is the sum of the terms of the form

$$
C_{\alpha_{0}, \alpha_{1}, \beta_{0}, \beta_{1}} \frac{\left(\Delta X_{\varepsilon, 1}\right)^{\alpha_{0}}\left(\Delta X_{\varepsilon, 2}\right)^{\beta_{0}}\left(\Delta Y_{1}\right)^{\alpha_{1}}\left(\Delta Y_{2}\right)^{\beta_{1}}}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}}}
$$

where $\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1} \leq 2 n$. Likewise, $\frac{d^{n}}{d \varepsilon^{n}} G_{T}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)$ is the sum of the terms of

$$
C_{\alpha_{0}, \alpha_{1}, \beta_{0}, \beta_{1}} \frac{\left(\Delta X_{\varepsilon, 1}\right)^{\alpha_{0}}\left(\Delta X_{\varepsilon, 2}\right)^{\beta_{0}}\left(\Delta Y_{1}\right)^{\alpha_{1}}\left(\Delta Y_{2}\right)^{\beta_{1}}}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1}}}
$$

where $\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1} \leq 2 n+2$. Hence, by an argument similar to the proof of Proposition 2.6 (see also [23, Lemma 2.2]), for all $|\varepsilon|<\varepsilon_{0}, n \in \mathbb{N}, \frac{d^{n+1}}{d \varepsilon^{n+1}} \partial_{\theta} \mathcal{S}_{\varepsilon}[\cdot]$ exists, and

$$
\begin{aligned}
\left\|\frac{d^{n+1}}{d \varepsilon^{n+1}} \partial_{\theta} \mathcal{S}_{\varepsilon}[\cdot]\right\|_{\mathcal{B}\left(C^{0}, C^{0, \alpha}\right)} & \leq \sum_{\alpha_{0}+\alpha_{1}+\beta_{0}+\beta_{1} \leq 2 n+4} C_{\alpha_{0}, \alpha_{1}, \beta_{0}, \beta_{1}} \frac{\left\|\boldsymbol{X}_{\varepsilon}\right\|_{C^{2}}^{2}\|\boldsymbol{Y}\|_{C^{2}}^{\alpha_{1}+\beta_{1}}}{\left|\boldsymbol{X}_{\varepsilon}\right|_{*}^{\alpha_{1}+\beta_{1}+2}} \\
& \leq C \frac{M^{2 n+6}}{m^{2 n+6}}
\end{aligned}
$$

where $C$ depends on $n, \alpha$. We thus see that

$$
\frac{d^{n}}{d \varepsilon^{n}} \partial_{\theta} \mathcal{S}_{\varepsilon}[\cdot] \in C\left(\left(-\varepsilon_{0}, \varepsilon_{0}\right) ; \mathcal{B}\left(C^{0}\left(\mathbb{S}^{1}\right), C^{0, \alpha}\left(\mathbb{S}^{1}\right)\right)\right)
$$

Using the above, (58) and the expression for $\mathcal{L}_{\varepsilon}$ given in (57), we see that

$$
\mathcal{L}_{\varepsilon} \in C^{n}\left(\left(-\varepsilon_{0}, \varepsilon_{0}\right) ; \mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right), C^{0, \gamma}\left(\mathbb{S}^{1}\right)\right)\right) \text { for } n \in \mathbb{N}
$$

We now consider the eigenvalue problem:

$$
\begin{equation*}
\mathcal{L}_{\varepsilon} \sigma_{\varepsilon}=\lambda_{\varepsilon} \sigma_{\varepsilon}, \quad \int_{\mathbb{S}^{1}} \sigma_{\varepsilon}^{2} d \theta=2 \pi, \quad \text { where } \lambda_{0}=0, \sigma_{0}=1 \tag{59}
\end{equation*}
$$

Note that, when $\varepsilon=0$, the polar coordinate and the arclength coordinate coincide. Thus, from Lemma 2.9, we see that $\lambda_{0}=0$ is indeed an eigenvalue and the constant function $\sigma_{0}=1$ is an eigenvector. The above can be seen as an eigenvalue perturbation problem for small values of $\varepsilon$. We now establish this solvability.

Proposition 3.4 There is an $\varepsilon_{1}>0$ such that (59) has a solution for $|\varepsilon|<\varepsilon_{1}$, where $\lambda_{\varepsilon}$ is smooth in $\varepsilon$ and $\sigma_{\varepsilon}$ is smooth in $\varepsilon$ with values in $C^{1, \gamma}\left(\mathbb{S}^{1}\right), 0<\gamma<1$.

Proof Let

$$
F(\sigma, \lambda, \varepsilon)=\binom{F_{1}}{F_{2}}=\binom{\mathcal{L}_{\varepsilon} \sigma-\lambda \sigma}{\int_{\mathbb{S}^{1}} \sigma^{2} d \theta-2 \pi} .
$$

$F$ maps $(\sigma, \lambda, \varepsilon) \in C^{1, \gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R} \times \mathbb{R}$ to $C^{\gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R}$. Given Proposition 3.3, $F \in$ $C^{n}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R} \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) ; C^{0, \gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R}\right), n \in \mathbb{N}$. We check the invertibility of the Fréchet derivative of the above with respect to $\sigma$ and $\lambda$ at $\lambda=\lambda_{0}, \sigma=\sigma_{0}, \varepsilon=0$. This derivative, which we denote by $D F\left(\sigma_{0}, \lambda_{0}, 0\right) \in \mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R} ; C^{\gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R}\right)$ is given by

$$
D F\left(\sigma_{0}, \lambda_{0}, 0\right)\binom{w}{\mu}=\binom{\mathcal{L}_{0} w-\mu}{2 \int_{\mathbb{S}^{1}} w d \theta},\binom{w}{\mu} \in C^{1, \gamma}\left(\mathbb{S}^{1}\right) \times \mathbb{R}
$$

This linear operator is one-to-one and onto. To show that this is a one-to-one map, let us solve

$$
\mathcal{L}_{0} w-\mu=0, \int_{\mathbb{S} 1} w d \theta=0
$$

From the first equation, we have

$$
\left\langle 1, \mathcal{L}_{0} w-\mu\right\rangle=\left\langle\mathcal{L}_{0} 1, w\right\rangle-2 \pi \mu=-2 \pi \mu=0
$$

where we used the symmetry of $\mathcal{L}_{0}$ (see (55)) and $\mathcal{L}_{0} 1=0$. Thus, $\mu=0$. Lemma 2.9 immediately shows that $w=0$. To show that $D F\left(\sigma_{0}, \lambda_{0}, 0\right)$ is onto, let us solve

$$
\begin{equation*}
\mathcal{L}_{0} w-\mu=f, 2 \int_{\mathbb{S}^{1}} w d \theta=v, f \in C^{\gamma}\left(\mathbb{S}^{1}\right), v \in \mathbb{R} \tag{60}
\end{equation*}
$$

We let

$$
\mu=-\frac{1}{2 \pi}\langle f, 1\rangle, w=\mathcal{L}_{0}^{-1} \bar{f}+\frac{v}{4 \pi}, \bar{f}=f-\frac{1}{2 \pi}\langle f, 1\rangle,
$$

it is easily checked that this satisfies (60). Note here that $\bar{f} \in \bar{C}^{\gamma}(\mathbb{S})$ and thus $\mathcal{L}_{0}^{-1} \bar{f}$ is well defined by Lemma 2.9.

An application of the implicit function theorem yields the desired result.
We have the following corollary, which shows that the behavior of $\lambda_{\varepsilon}$ determines the near singularity of $\mathcal{L}_{\varepsilon}$ when $\varepsilon$ is small.

Corollary 3.5 Suppose $X_{\varepsilon}$ is not a circle for $\epsilon \neq 0$. Then, there is an $\varepsilon_{2}>0$ such that

$$
\left\|\mathcal{L}_{\varepsilon}^{-1}\right\|_{\mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right) ; C^{\gamma}\left(\mathbb{S}^{1}\right)\right)} \leq C_{1}+\frac{C_{2}}{\left|\lambda_{\epsilon}\right|} \text { for } 0<|\varepsilon| \leq \varepsilon_{2}
$$

where the constants $C_{1}$ and $C_{2}$ do not depend on $\varepsilon$ and $\lambda_{\varepsilon}$ is the solution to (59).
Proof Let $\lambda_{\varepsilon}, \sigma_{\varepsilon}$ be as in (59), whose existence and smooth dependence on $\varepsilon$ is guaranteed by the previous proposition. Define the following projection operator

$$
\mathcal{P}_{\epsilon} w=\frac{1}{2 \pi}\left\langle w, \sigma_{\varepsilon}\right\rangle \sigma_{\varepsilon}
$$

This is clearly a bounded operator on $C^{\gamma}\left(\mathbb{S}^{1}\right)$ as well as on $C^{1, \gamma}\left(\mathbb{S}^{1}\right)$. Now, define the operator

$$
\mathcal{N}_{\varepsilon} w=\mathcal{L}_{\varepsilon}\left(1-\mathcal{P}_{\varepsilon}\right) w-\mathcal{P}_{\varepsilon} w
$$

Clearly, $\mathcal{N}_{\varepsilon} \in C^{\infty}\left(\left(-\epsilon_{1}, \epsilon_{1}\right) ; \mathcal{B}\left(C^{1, \gamma}\left(\mathbb{S}^{1}\right) ; C^{\gamma}\left(\mathbb{S}^{1}\right)\right)\right)$. Let us examine $\mathcal{N}_{0}$

$$
\mathcal{N}_{0} w=\mathcal{L}_{0}\left(1-\mathcal{P}_{0}\right) w-\mathcal{P}_{0} w .
$$

It is clear that this operator is invertible. Indeed, $\left(1-\mathcal{P}_{0}\right) w \in \bar{C}^{1, \gamma}\left(\mathbb{S}^{1}\right)$ if $w \in C^{1, \gamma}\left(\mathbb{S}^{1}\right)$, and thus we may use Lemma 2.9. Since $\mathcal{N}_{\epsilon}$ varies smoothly with $\varepsilon, \mathcal{N}_{\varepsilon}$ is invertible for $|\varepsilon| \leq \varepsilon_{2}$ for some $\varepsilon_{2}>0$. Using this operator, we may write $\mathcal{L}_{\varepsilon}$ as

$$
\mathcal{L}_{\varepsilon} w=\mathcal{N}_{\varepsilon}\left(1-\mathcal{P}_{\varepsilon}\right) w+\lambda_{\varepsilon} \mathcal{P}_{\varepsilon} w
$$

From this, it is immediate that

$$
\mathcal{L}_{\varepsilon}^{-1} w=\mathcal{N}_{\varepsilon}^{-1}\left(1-\mathcal{P}_{\varepsilon}\right) w+\frac{1}{\lambda_{\varepsilon}} \mathcal{P}_{\varepsilon} w, \text { for } 0<|\varepsilon| \leq \varepsilon_{2}
$$

where we used the fact that $\lambda_{\varepsilon} \neq 0$ given our assumption that $X_{\varepsilon}$ is not a circle for $\varepsilon \neq 0$. By taking the $C^{\gamma}\left(\mathbb{S}^{1}\right)$ norm on both sides of the above, we obtain the desired result.

### 3.3 Computation of $\lambda_{2}$

Here, we explicitly compute the solution to (59) in a power series expansion up to order 2. Let:

$$
\begin{equation*}
\lambda_{\varepsilon}=\lambda_{0}+\lambda_{1} \varepsilon+\lambda_{2} \varepsilon^{2}+\cdots . \tag{61}
\end{equation*}
$$

This power series expansion is justified since $\lambda_{\varepsilon}$ is a smooth function of $\varepsilon$ as shown in Proposition 3.4. We know that $\lambda_{0}=0$. We also know from Proposition 3.1 that $\lambda_{\varepsilon} \leq 0$. Thus, we immediately see that

$$
\begin{equation*}
\lambda_{1}=0 . \tag{62}
\end{equation*}
$$

The first potentially non-trivial term in the expansion is thus $\lambda_{2}$. Our goal in this subsection is to establish the last item in Theorem 1.8. We now solve (59) in powers of $\varepsilon$. Let us expand $\lambda_{\varepsilon}$ as in (61), and similarly expand $\mathcal{L}_{\varepsilon}$ and $\sigma_{\varepsilon}$. Substituting this expression into (59), we have:

$$
\begin{aligned}
& \left(\mathcal{L}_{0}+\varepsilon \mathcal{L}_{1}+\varepsilon^{2} \mathcal{L}_{2}+\cdots\right)\left(\sigma_{0}+\varepsilon \sigma_{1}+\varepsilon^{2} \sigma_{2}+\cdots\right) \\
& \quad=\left(\lambda_{0}+\varepsilon \lambda_{1}+\varepsilon^{2} \lambda_{2}+\cdots\right)\left(\sigma_{0}+\varepsilon \sigma_{1}+\varepsilon^{2} \sigma_{2}+\cdots\right) \\
& \int_{0}^{2 \pi}\left(\sigma_{0}+\varepsilon \sigma_{1}+\varepsilon^{2} \sigma_{2}+\cdots\right)^{2} d \theta=2 \pi
\end{aligned}
$$

The leading order term in $\varepsilon$ simply gives

$$
\mathcal{L}_{0} \sigma_{0}=\lambda_{0} \sigma_{0}, \int_{0}^{2 \pi} \sigma_{0}^{2} d \theta=2 \pi
$$

for which the solution is $\lambda_{0}=0, \sigma_{0}=1$. The first order term in $\varepsilon$ gives

$$
\mathcal{L}_{0} \sigma_{1}=\lambda_{1} \sigma_{0}-\mathcal{L}_{1} \sigma_{0}, \int_{\mathbb{S}^{1}} \sigma_{1} d \theta=0
$$

By Lemma 2.9, the above equation for $\sigma_{1}$ can be solved uniquely if and only if the right hand side has the zero mean, i.e.,

$$
\left\langle 1, \lambda_{1}-\mathcal{L}_{1} 1\right\rangle=0, \text { and thus } \lambda_{1}=\frac{1}{2 \pi}\left\langle 1, \mathcal{L}_{1} 1\right\rangle .
$$

where we used $\sigma_{0}=1$. We already know that $\lambda_{1}=0$. Thus,

$$
\sigma_{1}=-\mathcal{L}_{0}^{-1} \mathcal{L}_{1} 1, \quad\left\langle 1, \mathcal{L}_{1} 1\right\rangle=0
$$

where $\mathcal{L}_{0}^{-1}$ is understood as being acting on $\bar{C}^{\gamma}\left(\mathbb{S}^{1}\right)$. Let us look at the determination of $\lambda_{2}$. We have

$$
\mathcal{L}_{0} \sigma_{2}=-\mathcal{L}_{1} \sigma_{1}-\mathcal{L}_{2} \sigma_{0}+\lambda_{2} \sigma_{0}, \int_{\mathbb{S}^{1}} \sigma_{2} d \theta=0
$$

Again, the above is uniquely solvable for $\sigma_{2}$ if and only if the right hand side has zero mean. From this, we see that

$$
\begin{equation*}
\lambda_{2}=\frac{1}{2 \pi}\left(\left\langle 1, \mathcal{L}_{2} 1\right\rangle+\left\langle 1, \mathcal{L}_{1} \mathcal{L}_{0}^{-1} \mathcal{L}_{1} 1\right\rangle\right) \tag{63}
\end{equation*}
$$

Our task then is to compute the above expression.

### 3.3.1 The operators $\partial_{\theta} \mathcal{S}_{0}, \mathcal{Q}_{0}$ and $\mathcal{L}_{0}$

We compute the kernel $\partial_{\theta} G_{L}\left(\Delta \boldsymbol{X}_{c}\right)$ and $\partial_{\theta} G_{T}\left(\Delta \boldsymbol{X}_{c}\right)$ (see (57)). Note that

$$
\partial_{\theta} \boldsymbol{X}_{c}=\binom{-\sin \theta}{\cos \theta}, \quad \Delta \boldsymbol{X}_{c}=2 \sin \left(\frac{\theta-\theta^{\prime}}{2}\right)\binom{-\sin \left(\frac{\theta+\theta^{\prime}}{2}\right)}{\cos \left(\frac{\theta+\theta^{\prime}}{2}\right)} .
$$

We thus have

$$
\begin{aligned}
\partial_{\theta} G_{L}\left(\Delta \boldsymbol{X}_{c}(\theta)\right) & =\frac{-\Delta \boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}=-\frac{1}{2} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \\
\partial_{\theta} G_{T}\left(\Delta \boldsymbol{X}_{c}(\theta)\right) & =\partial_{\theta}\left(\frac{\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}\right)=\frac{1}{2}\binom{\sin \left(\theta+\theta^{\prime}\right)-\cos \left(\theta+\theta^{\prime}\right)}{-\cos \left(\theta+\theta^{\prime}\right)-\sin \left(\theta+\theta^{\prime}\right)} .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\partial_{\theta} \mathcal{S}_{0}[\boldsymbol{f}] & =\frac{1}{4 \pi} \int_{\mathbb{S}^{1}}\left(\partial_{\theta} G_{L}\left(\Delta \boldsymbol{X}_{c}(\theta)\right) \mathbb{I}+\partial_{\theta} G_{T}\left(\Delta \boldsymbol{X}_{c}(\theta)\right)\right) \boldsymbol{f}\left(\theta^{\prime}\right) d \theta^{\prime} \\
& =-\frac{1}{4} \mathcal{H} \boldsymbol{f}+\frac{1}{8 \pi} \int_{\mathbb{S}^{1}}\left(\begin{array}{cr}
\sin \left(\theta+\theta^{\prime}\right) & -\cos \left(\theta+\theta^{\prime}\right) \\
-\cos \left(\theta+\theta^{\prime}\right) & -\sin \left(\theta+\theta^{\prime}\right)
\end{array}\right) \boldsymbol{f}\left(\theta^{\prime}\right) d \theta^{\prime}
\end{aligned}
$$

This is all we need in the computation of $\lambda_{2}$. We will, however, compute $\mathcal{Q}_{0}$ and $\mathcal{L}_{0}$ for later reference. This computation will allow us to obtain an explicit solution to the tension determination problem when $\Gamma$ is a circle. From the above, we immediately see that

$$
\begin{equation*}
\mathcal{Q}_{0}[\boldsymbol{F}]=\partial_{\theta} \boldsymbol{X}_{c} \cdot \partial_{\theta} \mathcal{S}[\boldsymbol{F}]=-\partial_{\theta} \boldsymbol{X}_{c} \cdot \frac{1}{4} \mathcal{H} \boldsymbol{F}-\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c}\left(\theta^{\prime}\right) \cdot \boldsymbol{F}\left(\theta^{\prime}\right) d \theta^{\prime} \tag{64}
\end{equation*}
$$

Furthermore, we have

$$
\mathcal{L}_{0} \sigma=\mathcal{Q}_{0}\left[\partial_{\theta}\left(\sigma \partial_{\theta} \boldsymbol{X}_{c}\right)\right]=-\partial_{\theta} \boldsymbol{X}_{c} \cdot \frac{1}{4} \mathcal{H}\left(\partial_{\theta}\left(\sigma \partial_{\theta} \boldsymbol{X}_{c}\right)\right)+\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \sigma\left(\theta^{\prime}\right) d \theta^{\prime}
$$

We may now solve Eq. (24) explicitly when $\Gamma$ is a circle. The following results can be proved using Lemma B. 3 and Lemma B. 4

## Lemma 3.6

$$
\mathcal{L}_{0}(\sin (n \theta))=-\frac{n}{4} \sin (n \theta), \quad \mathcal{L}_{0}(\cos (n \theta))=-\frac{n}{4} \cos (n \theta), n \in \mathbb{N} .
$$

The above in fact shows that $\mathcal{L}_{0} \sigma=-\frac{1}{4} \mathcal{H} \partial_{\theta} \sigma$.

Lemma 3.7 For $n \geq 2$,

$$
\begin{aligned}
& \mathcal{Q}_{0}\left[\cos (n \theta) \boldsymbol{X}_{c}\right]= \mathcal{Q}_{0}\left[\sin (n \theta) \boldsymbol{X}_{c}\right]=0, \\
& \mathcal{Q}_{0}\left[\cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right]=-\frac{1}{4} \sin (n \theta), \quad \mathcal{Q}_{0}\left[\sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right]=\frac{1}{4} \cos (n \theta) .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
\mathcal{Q}_{0}\left[\cos \theta \boldsymbol{X}_{c}\right] & =\frac{1}{8} \cos \theta, & \mathcal{Q}_{0}\left[\sin \theta \boldsymbol{X}_{c}\right] & =\frac{1}{8} \sin \theta, \\
\mathcal{Q}_{0}\left[\cos \theta \partial_{\theta} \boldsymbol{X}_{c}\right] & =-\frac{1}{8} \sin \theta, & \mathcal{Q}_{0}\left[\sin \theta \partial_{\theta} \boldsymbol{X}_{c}\right] & =\frac{1}{8} \cos \theta,
\end{aligned}
$$

and

$$
\mathcal{Q}_{0}\left[\boldsymbol{X}_{c}\right]=0, \quad \mathcal{Q}_{0}\left[\partial_{\theta} \boldsymbol{X}_{c}\right]=0 .
$$

From the above two lemmas, the following is immediate.
Proposition 3.8 Suppose $\Gamma$ is a circle. Suppose $\boldsymbol{F}$ is given in terms of the following Fourier expansion

$$
\boldsymbol{F}=\sum_{n=0}^{\infty}\left(a_{n} \cos (n \theta)+b_{n} \sin (n \theta)\right) \boldsymbol{X}_{c}+\sum_{n=0}^{\infty}\left(c_{n} \cos (n \theta)+d_{n} \sin (n \theta)\right) \partial_{\theta} \boldsymbol{X}_{c}
$$

Then, the unique solution to (24), satisfying $\int_{\mathbb{S}^{1}} \sigma d \theta=0$ is given by

$$
\sigma=\frac{a_{1}+d_{1}}{2} \cos \theta+\frac{b_{1}-c_{1}}{2} \sin \theta+\sum_{n=2}^{\infty}\left(\frac{d_{n}}{n} \cos (n \theta)-\frac{c_{n}}{n} \sin (n \theta)\right)
$$

### 3.3.2 Computation of $\mathcal{L}_{1} 1$

Let us expand $\boldsymbol{\tau}_{\varepsilon}$ and $\mathcal{S}_{\varepsilon}$ in powers of $\varepsilon$ :

$$
\begin{equation*}
\boldsymbol{\tau}_{\varepsilon}=\boldsymbol{\tau}_{0}+\varepsilon \boldsymbol{\tau}_{1}+\varepsilon^{2} \boldsymbol{\tau}_{2}+\cdots, \quad \mathcal{S}_{\varepsilon}=\mathcal{S}_{0}+\varepsilon \mathcal{S}_{1}+\varepsilon^{2} \mathcal{S}_{2}+\cdots \tag{65}
\end{equation*}
$$

Using (57) and collecting the first-order term in $\varepsilon$, we obtain

$$
\mathcal{L}_{1} 1=\boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]
$$

By Proposition 2.9 , we know that $\mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]=0$. Thus,

$$
\begin{equation*}
\mathcal{L}_{1} 1=\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right] . \tag{66}
\end{equation*}
$$

To proceed further, we need the concrete expressions for $\mathcal{L}_{1}$. Let us expand $G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)$, $G_{T}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)$ in powers of $\varepsilon$

$$
G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)=G_{L 0}+G_{L 1} \varepsilon+G_{L 2} \varepsilon^{2}+\cdots, \quad G_{T}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)=G_{T 0}+G_{T 1} \varepsilon+G_{T 2} \varepsilon^{2}+\cdots
$$

Using the above, the operators $\mathcal{S}_{i}$ in (65) can be written as

$$
\mathcal{S}_{i}[\boldsymbol{f}]=\frac{1}{4 \pi} \int_{\mathbb{S}^{1}}\left(G_{L i}+G_{T i}\right) \boldsymbol{f}^{\prime} d \theta^{\prime}, i=0,1,2 .
$$

Now, let us examine the two terms on the right hand side of (66). For $\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]$, we have

$$
\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]=\partial_{\theta}\left(\boldsymbol{\tau}_{0} \cdot \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right)-\partial_{\theta} \boldsymbol{\tau}_{0} \cdot \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]
$$

$$
=-\partial_{\theta}\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{S}_{1}\left[\boldsymbol{X}_{c}\right]\right)-\boldsymbol{X}_{c} \cdot \mathcal{S}_{1}\left[\boldsymbol{X}_{c}\right] .
$$

By (B2), (B5), and (B10),

$$
\begin{aligned}
& 4 \pi \partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{S}_{1}\left[\boldsymbol{X}_{c}\right]=\partial_{\theta} \boldsymbol{X}_{c} \cdot \int_{\mathbb{S}^{1}}\left(G_{L 1}+G_{T 1}\right) \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} \\
& \quad=-\int_{\mathbb{S}^{1}} \frac{1}{2} \partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}+\frac{\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}\left(\boldsymbol{X}_{c}^{\prime}+2 \Delta \boldsymbol{X}_{c}\right) \cdot \Delta \boldsymbol{Y} d \theta^{\prime}
\end{aligned}
$$

Then, by (B2), (B5), and (B9),

$$
4 \pi \boldsymbol{X}_{c} \cdot \mathcal{S}_{1}\left[\boldsymbol{X}_{c}\right]=\boldsymbol{X}_{c} \cdot \int_{\mathbb{S}^{1}}\left(G_{L 1}+G_{T 1}\right) \boldsymbol{X}_{c}^{\prime} d \theta^{\prime}=-\int_{\mathbb{S}^{1}} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} d \theta^{\prime}
$$

For the $\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]$ term in (66), by (64) and (B8),

$$
\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]=-\frac{1}{4} \partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}-\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c} \cdot \partial_{\theta^{\prime}} \boldsymbol{\tau}_{1}^{\prime} d \theta^{\prime}=-\frac{1}{4} \partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1} .
$$

Therefore,

$$
\begin{align*}
\mathcal{L}_{1} 1= & \frac{1}{4 \pi} \partial_{\theta} \int_{\mathbb{S}^{1}} \frac{1}{2} \partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}+\frac{\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}\left(\boldsymbol{X}_{c}^{\prime}+2 \Delta \boldsymbol{X}_{c}\right) \cdot \Delta \boldsymbol{Y} d \theta^{\prime}  \tag{67}\\
& +\frac{1}{4 \pi} \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} d \theta^{\prime}-\frac{1}{4} \partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1} .
\end{align*}
$$

Recall from (29), (31) that

$$
\begin{equation*}
\boldsymbol{Y}=g \boldsymbol{X}_{c}, \quad g=g_{0}+\sum_{n \geq 1} g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta) . \tag{68}
\end{equation*}
$$

In the following computations, we will split $\Delta \boldsymbol{Y}$ as

$$
\Delta \boldsymbol{Y}=g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime} .
$$

Now, let us compute (67).
Proposition 3.9 If $\boldsymbol{Y}$ is expanded as the form of (68) in $C^{2}\left(\mathbb{S}^{1}\right)$, then

$$
\mathcal{L}_{1} 1=0 .
$$

We remark that the above result gives an independent proof of the fact that $\lambda_{1}=0$.
Proof of Proposition 3.9 We leave some computations in Lemma B.1. In the first integral term of (67),

$$
\begin{aligned}
& \int_{\mathbb{S}^{1}} \partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y} d \theta^{\prime}=-\int_{\mathbb{S}^{1}} g^{\prime} \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime}=\pi\left(g_{11} \sin \theta-g_{12} \cos \theta\right), \\
& \int_{\mathbb{S}^{1}} \frac{\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} d \theta^{\prime}=\int_{\mathbb{S}^{1}}-\frac{1}{2} g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}+\frac{\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \Delta g d \theta^{\prime} \\
& \quad=\pi \sum_{n \geq 1} g_{n 1} \sin (n \theta)-g_{n 2} \cos (n \theta), \\
& 2 \int_{\mathbb{S}^{1}} \frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime}=\int_{\mathbb{S}^{1}}\left(g+g^{\prime}\right) \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime}=\pi\left(g_{12} \cos \theta-g_{11} \sin \theta\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \frac{1}{4 \pi} \int_{\mathbb{S}^{1}} \frac{1}{2} \partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}+\frac{\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}+2 \frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}\right) d \theta^{\prime} \\
& \quad=\frac{1}{8} g_{11} \cos \theta+\frac{1}{8} g_{12} \sin \theta+\frac{1}{4} \sum_{n \geq 2} n\left(g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta)\right)
\end{aligned}
$$

In the second integral term of (67), by Lemma B.1,

$$
\begin{aligned}
& \frac{1}{4 \pi} \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} d \theta^{\prime}=\frac{1}{4 \pi} \boldsymbol{X}_{c} \cdot \int_{\mathbb{S}^{1}} \frac{1}{2}\left(g+g^{\prime}\right) \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} \\
& \quad=\frac{1}{8}\left(g_{11} \cos \theta+g_{12} \sin \theta\right) .
\end{aligned}
$$

Finally, in the last term, by Lemma B.5,

$$
-\frac{1}{4} \partial_{\theta} \boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}=-\frac{1}{4} \sum_{n \geq 1} n g_{n 1} \cos (n \theta)+n g_{n 2} \sin (n \theta) .
$$

In conclusion, after summing the all terms, we obtain

$$
\mathcal{L}_{1} 1=0 .
$$

### 3.3.3 Computation of $\left\langle 1, \mathcal{L}_{2} 1\right\rangle$

Substituting the expansions of $\mathcal{S}_{\varepsilon}$ and $\boldsymbol{\tau}_{\varepsilon}$ given in (65) into (57) and collecting terms of order $\varepsilon^{2}$, we have

$$
\begin{aligned}
\mathcal{L}_{2} 1= & \boldsymbol{\tau}_{2} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{2}\right] \\
& +\boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]+\boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]+\boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]
\end{aligned}
$$

Our goal is to compute $\left\langle 1, \mathcal{L}_{2} 1\right\rangle$. By Lemma 2.9 , we have

$$
\boldsymbol{\tau}_{2} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]=0, \quad\left\langle\boldsymbol{\tau}_{0}, \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{2}\right]\right\rangle=-\left\langle\partial_{\theta} \boldsymbol{\tau}_{2}, \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle=0
$$

Since the kernel of $\mathcal{S}_{1}$ is symmetric, we have

$$
\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle=-\left\langle\partial_{\theta} \boldsymbol{\tau}_{1}, \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle=-\left\langle\partial_{\theta} \boldsymbol{\tau}_{0}, \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]\right\rangle=\left\langle\boldsymbol{\tau}_{0}, \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]\right\rangle
$$

Thus, we have

$$
\begin{equation*}
\left\langle 1, \mathcal{L}_{2} 1\right\rangle=\left\langle\boldsymbol{\tau}_{0}, \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle+2\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle+\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]\right\rangle \tag{69}
\end{equation*}
$$

We will evaluate these three terms in turn.
Lemma 3.10

$$
\left\langle\boldsymbol{\tau}_{0}, \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle=-\frac{\pi}{4} \sum_{n \geq 1} n\left(g_{n 1}^{2}+g_{n 2}^{2}\right)
$$

Proof By (B3) and (B11), we have

$$
\begin{gathered}
4 \pi \int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta=-4 \pi \int_{\mathbb{S}^{1}} \partial_{\theta} \boldsymbol{\tau}_{0} \cdot \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta \\
=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}}\left[\frac{1}{2} \frac{|\Delta \boldsymbol{Y}|^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-\frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}}\right] \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta \\
\quad-\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{\left(\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}+\frac{1}{4}|\Delta \boldsymbol{Y}|^{2} d \theta^{\prime} d \theta
\end{gathered}
$$

For the first term, by Lemma B.1,

$$
\frac{1}{2} \frac{|\Delta \boldsymbol{Y}|^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-\frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}}=-\frac{1}{4}\left(g^{2}+g^{\prime 2}\right)+\frac{|\Delta g|^{2}}{8 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)}
$$

Then,

$$
\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} g^{2} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} g^{\prime 2} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta=0 .
$$

Next, by Lemma B.2,

$$
\begin{aligned}
& \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{8 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)} d \theta^{\prime} d \theta=\pi \int_{\mathbb{S}^{1}} g \mathcal{H} \partial_{\theta} g d \theta-\pi \int_{\mathbb{S}^{1}} \frac{1}{2} \mathcal{H} \partial_{\theta} g^{2} d \theta \\
& \quad=\pi^{2} \sum_{n \geq 1} n\left[g_{n 1}^{2}+g_{n 2}^{2}\right]
\end{aligned}
$$

Moreover,

$$
\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{8 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)}\left|\Delta \boldsymbol{X}_{c}\right|^{2} d \theta^{\prime} d \theta=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{2} d \theta^{\prime} d \theta=2 \pi^{2} \sum_{n \geq 1}\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

Therefore,

$$
\begin{aligned}
& \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{1}{2} \frac{|\Delta \boldsymbol{Y}|^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-\frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}} d \theta^{\prime} d \theta=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{8 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta \\
& \quad=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{8 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)}\left(1-\frac{1}{2}\left|\Delta \boldsymbol{X}_{c}\right|^{2}\right) d \theta^{\prime} d \theta=\pi^{2} \sum_{n \geq 1}(n-1)\left(g_{n 1}^{2}+g_{n 2}^{2}\right)
\end{aligned}
$$

Next, by Lemma B.1,

$$
\frac{\left(\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}+\frac{1}{4}|\Delta \boldsymbol{Y}|^{2}=\quad-\frac{|\Delta g|^{2}}{4}+\frac{|\Delta g|^{2}}{4 \sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)}
$$

Again, by the above results,

$$
\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{\left(\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}+\frac{1}{4}|\Delta \boldsymbol{Y}|^{2} d \theta^{\prime} d \theta=\pi^{2} \sum_{n \geq 1}(2 n-1)\left(g_{n 1}^{2}+g_{n 2}^{2}\right)
$$

In conclusion, we obtain

$$
\int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{0} \cdot \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta=-\frac{\pi}{4} \sum_{n \geq 1} n\left(g_{n 1}^{2}+g_{n 2}^{2}\right)
$$

## Lemma 3.11

$$
\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle=\frac{\pi}{4} \sum_{n \geq 1} n\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

Proof By (B12) and (B13),

$$
\begin{aligned}
4 \pi & \int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta \\
= & -\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \partial_{\theta} \boldsymbol{\tau}_{1} \cdot\left(G_{L 1}+G_{T 1}\right) \partial_{\theta^{\prime}} \boldsymbol{\tau}_{0}^{\prime} d \theta^{\prime} d \theta \\
= & \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{X}_{c}\right) \boldsymbol{X}_{c}-\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \boldsymbol{X}_{c}^{\prime}\right) \Delta \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \cdot \Delta \boldsymbol{Y} d \theta^{\prime} d \theta \\
& -\frac{1}{2} \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{Y} d \theta^{\prime} d \theta
\end{aligned}
$$

and by (B8),

$$
\begin{aligned}
- & \frac{1}{2} \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{Y} d \theta^{\prime} d \theta=\frac{1}{2} \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \Delta \boldsymbol{Y} d \theta^{\prime} d \theta \\
& =\frac{1}{2} \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}}\left(\partial_{\theta} \boldsymbol{Y} \cdot \boldsymbol{X}_{c}\right) \boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y} d \theta^{\prime} d \theta=\pi \int_{\mathbb{S}^{1}}\left|\boldsymbol{\tau}_{1}\right|^{2} d \theta
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& 4 \pi \int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta \\
& \quad=\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{X}_{c}\right) \boldsymbol{X}_{c}-\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \boldsymbol{X}_{c}^{\prime}\right) \Delta \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \cdot \Delta \boldsymbol{Y} d \theta^{\prime} d \theta+\pi \int_{\mathbb{S}^{1}}\left|\boldsymbol{\tau}_{1}\right|^{2} d \theta \tag{70}
\end{align*}
$$

First, by Lemma B. 5 and Lemma B.1,

$$
\begin{aligned}
& \frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{X}_{c}\right)\left(\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-\frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \boldsymbol{X}_{c}^{\prime}\right)\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \\
& \quad=\frac{1}{2} g \partial_{\theta}^{2} g-\frac{1}{2} \partial_{\theta}^{2} g\left(g+2 g^{\prime}\right) \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}-\frac{1}{2} \partial_{\theta} g\left(2 g+g^{\prime}\right) \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \\
& \quad+\frac{1}{2} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \Delta g \partial_{\theta} g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} .
\end{aligned}
$$

Then, when we integrate the four above terms,

$$
\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{1}{2} g \partial_{\theta}^{2} g d \theta^{\prime} d \theta=-\pi^{2} \sum_{n \geq 1} n^{2}\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

$$
\begin{aligned}
& -\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{1}{2} \partial_{\theta}^{2} g\left(g+2 g^{\prime}\right) \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta=\pi^{2}\left(g_{11}^{2}+g_{12}^{2}\right) . \\
& -\int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{1}{2} \partial_{\theta} g\left(2 g+g^{\prime}\right) \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta=-\frac{\pi^{2}}{2}\left(g_{11}^{2}+g_{12}^{2}\right) . \\
& \int_{\mathbb{S}^{1}} \int_{\mathbb{S}^{1}} \frac{1}{2} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \Delta g \partial_{\theta} g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} d \theta^{\prime} d \theta=-\pi \int_{\mathbb{S}^{1}} \partial_{\theta} g \boldsymbol{X}_{c} \cdot \mathcal{H}\left[g \boldsymbol{X}_{c}\right] d \theta \\
& \quad=\pi^{2}\left[\frac{1}{2}\left(g_{11}^{2}+g_{12}^{2}\right)+\sum_{n \geq 2} n\left(g_{n 1}^{2}+g_{n 2}^{2}\right)\right] .
\end{aligned}
$$

Next, by Lemma B. 5

$$
\int_{\mathbb{S}^{1}}\left|\boldsymbol{\tau}_{1}\right|^{2} d \theta=\pi \sum_{n \geq 1} n^{2}\left(g_{n 2}^{2}+g_{n 1}^{2}\right)
$$

Therefore,

$$
\int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right] d \theta=\frac{\pi}{4} \sum_{n \geq 1} n\left(g_{n 2}^{2}+g_{n 1}^{2}\right) .
$$

## Lemma 3.12

$$
\int_{\mathbb{S} 1} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right] d \theta=-\frac{\pi}{4} \sum_{n \geq 1} n^{3}\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

Proof For $\boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]$, similar with the result of (64) and by (B8),

$$
\begin{aligned}
\boldsymbol{\tau}_{1} & \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]=\left(\boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y}\right) \boldsymbol{X}_{c} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right] \\
= & \left(\boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y}\right)\left[-\frac{1}{4} \boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}-\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \partial_{\theta^{\prime}} \boldsymbol{X}_{c}^{\prime} \cdot \partial_{\theta^{\prime}} \boldsymbol{\tau}_{1}^{\prime} d \theta^{\prime}\right] \\
& =-\frac{1}{4} \boldsymbol{\tau}_{1} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}-\frac{1}{8 \pi}\left(\boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y}\right) \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c}^{\prime} \cdot \partial_{\theta^{\prime}} \boldsymbol{Y}^{\prime} d \theta^{\prime} .
\end{aligned}
$$

For the first term of (70), by Lemma B.5,

$$
\boldsymbol{X}_{c} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}=\sum_{n \geq 1} n^{2}\left[g_{n 2} \cos (n \theta)-g_{n 1} \sin (n \theta)\right]
$$

so

$$
\int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1} d \theta=\pi \sum_{n \geq 1} n^{3}\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

Then, for the second term,

$$
\boldsymbol{X}_{c}^{\prime} \cdot \partial_{\theta^{\prime}} \boldsymbol{Y}^{\prime}=\partial_{\theta} g \Longrightarrow \int_{\mathbb{S}^{1}} \boldsymbol{X}_{c}^{\prime} \cdot \partial_{\theta^{\prime}} \boldsymbol{Y}^{\prime} d \theta^{\prime}=0
$$

Therefore,

$$
\int_{\mathbb{S}^{1}} \boldsymbol{\tau}_{1} \cdot \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right] d \theta=-\frac{\pi}{4} \sum_{n \geq 1} n^{3}\left(g_{n 1}^{2}+g_{n 2}^{2}\right) .
$$

Table 1 The errors of $\sigma, \boldsymbol{U}$ on the unit circle $\Gamma$ measured in the $L^{\infty}$ and $L^{2}$ norms

| $N$ | $\left\\|\sigma_{h}-\sigma\right\\|_{\infty}$ | $\left\\|\sigma_{h}-\sigma\right\\|_{2}$ | $\left\\|\boldsymbol{U}_{h}-\boldsymbol{U}\right\\|_{\infty}$ | $\left\\|\boldsymbol{U}_{h}-\boldsymbol{U}\right\\|_{\infty}$ |
| :--- | :---: | :---: | :---: | :---: |
| 32 | $5.3290 \mathrm{E}-15$ | $1.3114 \mathrm{E}-15$ | $5.1833 \mathrm{E}-15$ | $1.6195 \mathrm{E}-15$ |
| 64 | $6.4392 \mathrm{E}-15$ | $2.1441 \mathrm{E}-15$ | $5.8937 \mathrm{E}-15$ | $2.0663 \mathrm{E}-15$ |
| $\sigma_{h}$ and $\boldsymbol{U}_{h}$ denote the numerical solution for $\sigma$ and $\boldsymbol{U}$ (see (71)), respectively, and $N$ is the number of discretization points |  |  |  |  | on $\Gamma$

Proof of Theorem 1.8 The first item was proved in Proposition 3.4 and the non-positivity of $\lambda_{\varepsilon}$ was proved in Proposition 3.1. The second item was proved in Corollary 3.5. We prove the last item. In the expansion (61), we already know that $\lambda_{0}=\lambda_{1}=0$ (see (62)). Let us compute $\lambda_{2}$ using (63). Since $\mathcal{L}_{1} 1=0$ by Proposition 3.9, the second term in (63) vanishes. By (69), we have

$$
\begin{aligned}
\lambda_{2} & =\frac{1}{2 \pi}\left\langle 1, \mathcal{L}_{2} 1\right\rangle \\
& =\frac{1}{2 \pi}\left(\left\langle\boldsymbol{\tau}_{0}, \partial_{\theta} \mathcal{S}_{2}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle+2\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{1}\left[\partial_{\theta} \boldsymbol{\tau}_{0}\right]\right\rangle+\left\langle\boldsymbol{\tau}_{1}, \partial_{\theta} \mathcal{S}_{0}\left[\partial_{\theta} \boldsymbol{\tau}_{1}\right]\right\rangle\right) \\
& =-\frac{1}{8} \sum_{n \geq 2} n\left(n^{2}-1\right)\left(g_{n 1}^{2}+g_{n 2}^{2}\right)
\end{aligned}
$$

where we used Lemma 3.10, 3.11 and 3.12.

### 3.4 Numerical results

In this section, we will use the computational boundary integral method to numerically verify our analytical results above. We discretize the equation

$$
\boldsymbol{\tau} \cdot \partial_{\theta} \mathcal{S}\left[\partial_{\theta}(\sigma \boldsymbol{\tau})\right]=\boldsymbol{\tau} \cdot \partial_{\theta} \mathcal{S}[\boldsymbol{F}]
$$

For the partial derivative with respect to $\theta$, we use fast Fourier transform to compute the discrete derivative. For the singular integral operator $\mathcal{S}[\cdot]$, we use the discretization in [35, Sect.3.1]. We first check our numerical method against the case when $\Gamma$ is a circle, for which we obtained analytical results in Proposition 3.8. Since $\Gamma$ is a circle, the zero mean condition on $\sigma$ is solved together with the above to obtain a unique solution.

Set $\Gamma$ to be a unit circle, $\boldsymbol{X}(\theta)=(\cos \theta, \sin \theta)$. For $\boldsymbol{F}$, we let

$$
\boldsymbol{F}(\theta)=\left[\begin{array}{c}
\sin 2 \theta+4 \cos \theta-4 \sin \theta \\
-\cos 2 \theta+4 \sin \theta+4 \cos \theta
\end{array}\right] .
$$

Imposing the zero mean condition on $\sigma$, Proposition 3.8 shows that

$$
\begin{equation*}
\sigma(\theta)=\sin (\theta), \boldsymbol{U}(\theta)=\boldsymbol{u}(\boldsymbol{X}(\theta))=\binom{-2 \sin (\theta)}{2 \cos (\theta)} . \tag{71}
\end{equation*}
$$

The numerical results (Table 1) show the accuracy of the computational boundary integral method and indicate that the method is spectrally accurate.

Next, we compare the numerical and theoretical values in Theorem 1.8 of $\lambda_{\varepsilon}$. We consider two examples: (1) $\boldsymbol{Y}=\cos \theta \boldsymbol{X}$ and (2) $\boldsymbol{Y}=\frac{1}{2}(1+\cos (2 \theta)) \boldsymbol{X}$. We numerically compute the leading eigenvalue of the discretization $\mathcal{L}_{\varepsilon}$ by computing the largest eigenvalue of $\mathcal{L}_{\varepsilon}^{-1}$ with the power method ( $\mathcal{L}_{\varepsilon}$ is implemented using GMRES), and compare the resulting value with the asymptotic expression (32) in Theorem 1.8.


Fig. 2 The eigenvalue $\lambda_{\varepsilon}$ respect to $\varepsilon$ in Example 1: $\boldsymbol{X}_{\varepsilon}(\theta)=(1+\varepsilon \cos \theta) \boldsymbol{X}(\theta)$

Example $1 \boldsymbol{Y}=\cos \theta \boldsymbol{X}$, so $\lambda_{2}=0$ by Theorem 1.8. Since $\lambda_{\varepsilon} \leq 0$, we must have $\lambda_{3}=0$ and $\lambda_{4} \leq 0$. That means $\lambda_{\varepsilon}=\mathcal{O}\left(\varepsilon^{4}\right)$ when $\varepsilon$ is the neighborhood of 0 . Therefore, for the numerical results of $\lambda_{\varepsilon}$, we expect

$$
\lim _{\varepsilon \rightarrow 0} \frac{\lambda_{\varepsilon}}{\varepsilon^{2}}=0 \text { and } \lim _{\varepsilon \rightarrow 0} \frac{\lambda_{\varepsilon}}{\varepsilon^{4}} \leq 0
$$

Figure 2 shows the results of $\lambda_{\varepsilon}$. As we can see, $\lambda_{\varepsilon}$ is very flat in the neighborhood of 0 . This shows $\left|\lambda_{2}\right|$ is very small. Next, Fig. 3 shows the numerical values of $\frac{\lambda_{\varepsilon}}{\varepsilon^{2}}$ and $\frac{\lambda_{\varepsilon}}{\varepsilon^{4}}$. In the left figure, $\lim _{\varepsilon \rightarrow 0} \frac{\lambda_{\varepsilon}}{\varepsilon^{2}} \approx 0$. In the right figure, $\lim _{\varepsilon \rightarrow 0} \frac{\lambda_{\varepsilon}}{\varepsilon^{4}} \approx-0.046875=-\frac{3}{64}{ }^{\varepsilon}<0$. The numerical results seem to suggest that $\lambda_{4}=-\frac{3}{64}$.

Example $2 \boldsymbol{Y}=\frac{1}{2}(1+\cos (2 \theta)) \boldsymbol{X}$, so $\lambda_{2}=-\frac{3}{16}$. We thus expect $\lambda_{\varepsilon} \approx-\frac{3}{16} \varepsilon^{2}$ in the neighborhood of 0 . In the left figure of Fig. 4, the numerical values of $\lambda_{\varepsilon}$ match $\lambda_{2} \varepsilon^{2}$ when $\varepsilon$ is near 0 . The right figure shows that

$$
\lim _{\varepsilon \rightarrow 0} \frac{\lambda_{\varepsilon}}{\varepsilon^{2}}=-\frac{3}{16} \text { and } \frac{\lambda_{\varepsilon}}{\varepsilon^{2}} \approx-\frac{3}{16}+\frac{3}{16} \varepsilon
$$

Hence, as we can see in the left figure, $\lambda_{\varepsilon}$ matches $-\frac{3}{16} \varepsilon^{2}+\frac{3}{16} \varepsilon^{3}$ well.

## 4 Conclusion and future outlook

In this paper, we established the well-posedness of the tension determination problem for a 1D interface in 2D Stokes flow. In Theorem 1.2, we show that the tension $\sigma$ can be determined uniquely if and only if $\Gamma$ is not a circle. We have also established estimates on the tension $\sigma$ given the force density $\boldsymbol{F}$. When $\Gamma$ is close to a circle, the tension determination problem becomes increasingly singular. This approach to singularity was studied in detail leading to the results of Theorem 1.8.

According to Theorem 1.8, when the interface $\Gamma_{\varepsilon}$ is very close to the unit circle so that $|\varepsilon| \ll 1$, the smallest eigenvalue of $\mathcal{L}_{\varepsilon}$ generically satisfies $\lambda_{\varepsilon}=\mathcal{O}\left(\varepsilon^{2}\right)$. We have even


Fig. 3 The leading terms of the eigenvalue $\lambda_{\varepsilon}$ respect to $\varepsilon$ in Example 1. Left: the value $\frac{\lambda_{\varepsilon}}{\varepsilon^{2}}$. Right: the value $\frac{\lambda_{\varepsilon}}{\varepsilon^{4}}$


Fig. 4 The leading terms of the eigenvalue $\lambda_{\varepsilon}$ respect to $\varepsilon$ in Example 2. Left: the value $\lambda_{\varepsilon}$. Right: the value $\frac{\lambda \varepsilon}{\varepsilon^{2}}$
seen that, for particular geometries, $\lambda_{\varepsilon}$ may scale like $\mathcal{O}\left(\varepsilon^{4}\right)$. This shows that $\mathcal{L}_{\varepsilon}$ is close to singular when the interface is close to a circle. Accurate numerical determination of $\sigma_{\varepsilon}$ will be made challenging due to the resulting large condition number of the discretized linear system. It would be interesting to see whether one may be able to remove this difficulty in some way. We note that a somewhat similar situation arises in boundary integral formulations for Stokes flow in multiply connected domains; the linear system can be rank-deficient, for which modifications to the formulation have been devised [15,28].

The static tension determination problem treated here is one component of the dynamic inextensible interface problem discussed in Sect. 1.1. The analytical understanding gained
here is expected to be a key ingredient in the analytical study of the dynamic problem. In particular, the estimates obtained here should be directly applicable to the proof of wellposedness of the dynamic problem in a suitable Hölder space. It is also hoped that our study will lead to the development of better numerical methods and numerical analysis for this and related problems [2]. The analysis in [18] was indeed motivated by the need to develop better numerical methods for the dynamic problem.

We also point out that the related problem of inextensible filaments in a 3D Stokes fluid, which has been studied by many authors as models of swimming filaments [19-22,37]. It is hoped that the analysis here may also aid in understanding these problems.

## Appendix A: layer potentials

In this section, we will discuss the single layer potentials for $\boldsymbol{u}, p$, and $\Sigma$, which are expressed as

$$
\begin{aligned}
\boldsymbol{u}(\boldsymbol{x}) & =\widehat{\mathcal{S}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}, \\
p(\boldsymbol{x}) & :=\mathcal{P}[\widehat{\boldsymbol{F}}](\boldsymbol{x})=\int_{\mathbb{S}^{1}} \Pi\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}, \\
\Sigma_{i k}(\boldsymbol{x}) & :=\mathcal{T}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} \Theta_{i j k}\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{F}_{j}\left(s^{\prime}\right) d s^{\prime},
\end{aligned}
$$

where

$$
G(\boldsymbol{r})=G_{L}(\boldsymbol{r})+G_{T}(\boldsymbol{r}):=\frac{1}{4 \pi}\left(-\log |\boldsymbol{r}| \mathbb{I}+\frac{\boldsymbol{r} \otimes \boldsymbol{r}}{|\boldsymbol{r}|^{2}}\right), \quad \Pi(\boldsymbol{r})=\frac{1}{2 \pi} \frac{\boldsymbol{r}^{T}}{|\boldsymbol{r}|^{2}}
$$

and

$$
\Theta_{i j k}(\boldsymbol{r})=\partial_{k} G_{i j}(\boldsymbol{r})+\partial_{i} G_{k j}(\boldsymbol{r})-\Pi_{j}(\boldsymbol{r}) \delta_{i k}=-\frac{1}{\pi} \frac{r_{i} r_{j} r_{k}}{|\boldsymbol{r}|^{4}}
$$

Since for all $\boldsymbol{r} \neq \mathbf{0}, \partial_{i} G_{i j}(\boldsymbol{r})=0$, and

$$
\begin{align*}
\partial_{k} \Theta_{i j k}(\boldsymbol{r}) & =\partial_{k}^{2} G_{i j}(\boldsymbol{r})+\partial_{i} \partial_{k} G_{k j}(\boldsymbol{r})-\partial_{k} \Pi_{j}(\boldsymbol{r}) \delta_{i k}  \tag{A1}\\
& =\Delta G_{i j}(\boldsymbol{r})+\partial_{i} \Pi_{j}(\boldsymbol{r})=0
\end{align*}
$$

we have that $\boldsymbol{u} \in C^{2}\left(\mathbb{R}^{2} \backslash \Gamma\right), p \in C^{1}\left(\mathbb{R}^{2} \backslash \Gamma\right)$, and $\Sigma \in C^{1}\left(\mathbb{R}^{2} \backslash \Gamma\right)$ satisfy the Stokes equations in $\mathbb{R}^{2} \backslash \Gamma$, i.e.,

$$
\nabla \cdot \boldsymbol{u}=0, \quad-\nabla \cdot \Sigma=-\Delta \boldsymbol{u}+\nabla p=0
$$

Next, since $G, \Pi, \Theta_{i j k} \in C^{\infty}\left(\mathbb{R}^{2} \backslash\{0\}\right)$, then $\boldsymbol{u}, p, \Sigma \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma\right)$.
Lemma A. 1 If $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)$ and $|\boldsymbol{X}|_{*}>0$, then $\boldsymbol{u} \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma\right) \bigcap C\left(\mathbb{R}^{2}\right)$.
Proof We have obtained $\boldsymbol{u} \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma\right)$, so let us prove $\boldsymbol{u}$ is continuous at $\boldsymbol{x} \in \Gamma$. Given $\boldsymbol{x}_{0} \in \Gamma$ and $\boldsymbol{X}\left(s_{0}\right)=\boldsymbol{x}_{0}$, we define $\boldsymbol{Y}\left(s ; s_{0}\right)$ as

$$
\boldsymbol{Y}\left(s ; s_{0}\right)=\mathcal{R}_{\theta}\left(\boldsymbol{X}-\boldsymbol{x}_{0}\right)
$$

where $\theta=\arg \left(\partial_{S} \boldsymbol{X}\left(s_{0}\right)\right)$ and $\mathcal{R}_{\theta}$ is a rotation matrix with angle $\theta$ in a clockwise direction

$$
\mathcal{R}_{\theta}=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right] .
$$

Since $\boldsymbol{X} \in C^{2}\left(\mathbb{S}^{1}\right)$ and $|\boldsymbol{X}|_{*}>0$, there exist an $\varepsilon_{0}, 0<\varepsilon_{0}<\frac{1}{2}$ and a function $y_{2}=f\left(y_{1}\right)$ such that for all $\left|\boldsymbol{Y}\left(s ; s_{0}\right)\right| \leq \varepsilon_{0}$,

$$
Y_{2}\left(s ; s_{0}\right)=f\left(Y_{1}\left(s ; s_{0}\right)\right) .
$$

Obviously, $f(0)=0, \partial_{y_{1}} f(0)=0$ and there exist an $\varepsilon_{1}, 0<\varepsilon_{1}<\varepsilon_{0}$ and $C>0$ depending on $\varepsilon_{0}$ such that $\left|\left(y_{1}, f\left(y_{1}\right)\right)\right|<\varepsilon_{0}$ and for all $\left|y_{1}\right|<\varepsilon_{1},\left|\partial_{y_{1}} f\left(y_{1}\right)\right|<C$. Moreover, $s\left(y_{1}\right)$ exists with

$$
\frac{d s}{d y_{1}}=\sqrt{1+\left(\partial_{y_{1}} f\left(y_{1}\right)\right)^{2}}
$$

Now, for all $\varepsilon<\varepsilon_{1}$, we set $\mathcal{I}_{\varepsilon}$ as

$$
\mathcal{I}_{\varepsilon}=\left\{s \in \mathbb{S}^{1}| | \boldsymbol{x}-\boldsymbol{x}_{0} \mid<\varepsilon\right\} .
$$

Then, for all $\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|<\frac{\varepsilon}{2}$, we may split $\boldsymbol{u}(\boldsymbol{x})-\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)$ into

$$
\begin{aligned}
\boldsymbol{u}(\boldsymbol{x})-\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)= & \int_{\mathcal{I}_{\varepsilon}} G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}-\int_{\mathcal{I}_{\varepsilon}} G\left(\boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& +\int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}}\left(G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right)-G\left(\boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Set $\boldsymbol{z}=\mathcal{R}_{\theta}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right), \boldsymbol{z}_{0}=\mathcal{R}_{\theta}\left(\boldsymbol{x}_{0}-\boldsymbol{x}_{0}\right)=0$, we have $|\boldsymbol{z}|<\frac{\varepsilon}{2}<\frac{\varepsilon_{0}}{2}$. Then, for the first two terms, we obtain $\left|Y_{1}\left(s ; s_{0}\right)\right|<\varepsilon<\varepsilon_{1}$ on $\mathcal{I}_{\varepsilon}$ and

$$
\begin{aligned}
& \left|\int_{\mathcal{I}_{\varepsilon}} G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}\right|=\left|\int_{\mathcal{I}_{\varepsilon}} G\left(\boldsymbol{z}-\boldsymbol{Y}\left(s^{\prime} ; s_{0}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}\right| \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}} \int_{\mathcal{I}_{\varepsilon}}\left|G\left(\boldsymbol{z}-\boldsymbol{Y}\left(s^{\prime} ; s_{0}\right)\right)\left(s^{\prime}\right)\right| d s^{\prime} \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}} \int_{-\varepsilon}^{\varepsilon}\left|G\left(\boldsymbol{z}-\left(y_{1}, f\left(y_{1}\right)\right)\right)\right| \sqrt{1+\left(\partial_{y_{1}} f\left(y_{1}\right)\right)^{2}} d y_{1} .
\end{aligned}
$$

Since $|\boldsymbol{z}|,\left|\left(y_{1}, f\left(y_{1}\right)\right)\right|<\frac{1}{2}$,

$$
0<\log \frac{1}{\left|z-\left(y_{1}, f\left(y_{1}\right)\right)\right|} \leq \log \frac{1}{\left|z_{1}-y_{1}\right|}
$$

Therefore,

$$
\begin{aligned}
& \int_{-\varepsilon}^{\varepsilon}\left|G\left(\boldsymbol{z}-\left(y_{1}, f\left(y_{1}\right)\right)\right)\right| \sqrt{1+\left(\partial_{y_{1}} f\left(y_{1}\right)\right)^{2}} d y_{1} \\
& \quad \leq C \int_{-\varepsilon}^{\varepsilon}\left|G_{L}\left(\boldsymbol{z}-\left(y_{1}, f\left(y_{1}\right)\right)\right)+G_{T}\left(\boldsymbol{z}-\left(y_{1}, f\left(y_{1}\right)\right)\right)\right| d y_{1} \\
& \quad \leq \frac{C}{4 \pi} \int_{-\varepsilon}^{\varepsilon} \log \frac{1}{\left|z_{1}-y_{1}\right|}+1 d y_{1} \leq \frac{C}{2 \pi} \varepsilon\left(3+\log \frac{1}{2 \varepsilon}\right),
\end{aligned}
$$

where $C$ depends on $\varepsilon_{0}$ since $\left|z_{1}\right|<\varepsilon$. Next, for the last term, since $\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|<\frac{\varepsilon}{2}$, there exists a $C>0$ such that for all $s^{\prime} \in \mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}$ and $0 \leq t \leq 1$

$$
\left|\nabla G\left(t \boldsymbol{x}+(1-t) x_{0}-X\left(s^{\prime}\right)\right)\right| \leq \frac{C}{2 \pi} \frac{1}{\varepsilon}
$$

Then,

$$
\begin{aligned}
& \left|\int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}}\left(G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right)-G\left(\boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}\right| \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}} \int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}}\left|G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right)-G\left(\boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right)\right| d s^{\prime} \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}} \int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}} \int_{0}^{1}\left|\partial_{t} G\left(t \boldsymbol{x}+(1-t) \boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right)\right| d t d s^{\prime} \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}} \int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}} \int_{0}^{1}\left|\nabla G\left(t \boldsymbol{x}+(1-t) \boldsymbol{x}_{0}-\boldsymbol{X}\left(s^{\prime}\right)\right)\right|\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right| d t d s^{\prime} \\
& \quad \leq \frac{C}{2 \pi}\|\widehat{\boldsymbol{F}}\|_{C^{0}} \frac{1}{\varepsilon}\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right| \int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\varepsilon}} \int_{0}^{1} d t d s^{\prime} \leq C\|\widehat{\boldsymbol{F}}\|_{C^{0}} \frac{1}{\varepsilon}\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \lim _{\boldsymbol{x} \rightarrow x_{0}}\left|\boldsymbol{u}(\boldsymbol{x})-\boldsymbol{u}\left(\boldsymbol{x}_{0}\right)\right| \leq \lim _{\boldsymbol{x} \rightarrow \boldsymbol{x}_{0}} \frac{C}{\pi} \varepsilon\left(3+\log \frac{1}{2 \varepsilon}\right)+C\|\widehat{\boldsymbol{F}}\|_{C^{0}} \frac{1}{\varepsilon}\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right| \\
& \quad \leq \frac{C}{\pi} \varepsilon\left(3+\log \frac{1}{2 \varepsilon}\right)
\end{aligned}
$$

Since $0<\varepsilon<\varepsilon_{1}$ is arbitrary and $C$ only depends on $\varepsilon_{0}$, taking $\varepsilon \rightarrow 0$, then we obtain that $\boldsymbol{u}(\boldsymbol{x})$ is continuous at $\boldsymbol{x}_{0} \in \Gamma$. Therefore, $\boldsymbol{u} \in C^{\infty}\left(\mathbb{R}^{2} \backslash \Gamma\right) \bigcap C\left(\mathbb{R}^{2}\right)$.

Next, we will prove $\Sigma_{i k}$ satisfies

$$
\llbracket(\Sigma \boldsymbol{n})_{i} \rrbracket=\llbracket \Sigma_{i k} n_{k} \rrbracket=\widehat{F_{i}} .
$$

We first set a double layer potential of the flow as

$$
\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}):=\int_{\mathbb{S}^{1}} K(\boldsymbol{X}(s), \boldsymbol{x}) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime},
$$

where the kernel $K_{i j}(\boldsymbol{y}, \boldsymbol{x}):=\Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y})$. Then, we have the following result for its integral on $\Gamma$.

## Lemma A. 2

$$
\int_{\Gamma} K_{i j}(\boldsymbol{y}, \boldsymbol{x}) d s(\boldsymbol{y})=\left\{\begin{array}{cl}
-\delta_{i j} & \text { if } \mathbf{x} \in \Omega_{1}  \tag{A2}\\
0 & \text { if } \mathbf{x} \in \Omega_{2} \\
-\frac{1}{2} \delta_{i j} & \text { if } \mathbf{x} \in \Gamma
\end{array}\right.
$$

Proof First, given $\boldsymbol{x} \in \Omega_{2}$, since $|\boldsymbol{x}-\boldsymbol{y}|>0$ for all $\boldsymbol{y} \in \Gamma$, by (A1),

$$
\int_{\Gamma} K_{i j}(\boldsymbol{y}, \boldsymbol{x}) d s(\boldsymbol{y})=\int_{\Gamma} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})=\int_{\Omega_{1}} \partial_{k} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) d \boldsymbol{y}=0 .
$$

Next, given $\boldsymbol{x} \in \Omega_{1}$, set $B_{\varepsilon}=\{\boldsymbol{y} \in \Gamma| | \boldsymbol{y}-\boldsymbol{x} \mid<\varepsilon\}$ with $0<\varepsilon \ll 1$ and on $\partial B_{\varepsilon}, \boldsymbol{n}(\theta)=$ $(\cos \theta, \sin \theta)$ and $\boldsymbol{y}(\theta)=\boldsymbol{x}+\varepsilon \boldsymbol{n}(\theta)$. Then, we have

$$
\begin{aligned}
0 & =\int_{\Omega_{1} \backslash B_{\varepsilon}} \partial_{k} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) d \boldsymbol{y} \\
& =\int_{\Gamma} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})-\int_{\partial B_{\varepsilon}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y}) \\
& =\int_{\Gamma} K_{i j}(\boldsymbol{y}, \boldsymbol{x}) d s(\boldsymbol{y})-\int_{0}^{2 \pi} \Theta_{i j k}(\varepsilon \boldsymbol{n}(\theta)) n_{k}(\theta) \varepsilon d \theta \\
& =\int_{\Gamma} K_{i j}(\boldsymbol{x}, \boldsymbol{y}) d s(\boldsymbol{y})+\frac{1}{\pi} \int_{0}^{2 \pi} \frac{n_{i}(\theta) n_{j}(\theta)}{|\boldsymbol{n}(\theta)|^{4}} d \theta
\end{aligned}
$$

If $i \neq j$,

$$
\int_{0}^{2 \pi} \frac{n_{i}(\theta) n_{j}(\theta)}{|\boldsymbol{n}(\theta)|^{4}} d \theta=\int_{0}^{2 \pi} \cos \theta \sin \theta d \theta=0
$$

If $i=j=1(=2)$,

$$
\int_{0}^{2 \pi} \frac{n_{i}(\theta) n_{j}(\theta)}{|\boldsymbol{n}(\theta)|^{4}} d \theta=\int_{0}^{2 \pi} \cos ^{2} \theta d \theta\left(=\int_{0}^{2 \pi} \sin ^{2} \theta d \theta\right)=\pi
$$

Therefore,

$$
\int_{\Gamma} K_{i j}(\boldsymbol{x}, \boldsymbol{y}) d s(\boldsymbol{y})=-\frac{1}{\pi} \int_{0}^{2 \pi} \frac{n_{i}(\theta) n_{j}(\theta)}{|\boldsymbol{n}(\theta)|^{4}} d \theta=-\delta_{i j}
$$

Finally, set $\partial B_{\varepsilon}^{1}=\partial B_{\varepsilon} \bigcap \Omega_{1}$ and $\partial B_{\varepsilon}^{2}=\left\{\boldsymbol{y} \in \partial B_{\varepsilon} \mid \boldsymbol{n}(\boldsymbol{y}) \cdot \boldsymbol{n}(\boldsymbol{x})<0\right\}$. Again,

$$
\begin{aligned}
0 & =\int_{\Omega_{1} \backslash B_{\varepsilon}} \partial_{k} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) d \boldsymbol{y} \\
& =\int_{\Gamma} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})-\int_{\partial B_{\varepsilon}^{1}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{\partial B_{\varepsilon}^{2}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})=\int_{0}^{2 \pi} \Theta_{i j k}(\varepsilon \boldsymbol{n}(\theta)) n_{k}(\theta) \varepsilon d \theta \\
& \quad=-\frac{1}{\pi} \int_{\theta_{0}}^{\theta_{0}+\pi} \frac{n_{i}(\theta) n_{j}(\theta)}{|\boldsymbol{n}(\theta)|^{4}} d \theta=-\frac{1}{2},
\end{aligned}
$$

where $\theta_{0}=\arg (\boldsymbol{n}(\boldsymbol{x}))+\frac{\pi}{2}$. The remaining part is only the difference of integrals between on $\partial B_{\varepsilon}^{1}$ and $\partial B_{\varepsilon}^{2}$. Since $\Gamma \in C^{2}, \partial_{s}^{2} \boldsymbol{X}(s)$ is bounded, the symmetric difference between $\partial B_{\varepsilon}^{1}$ and $\partial B_{\varepsilon}^{2}$ is contained in

$$
\partial B_{\varepsilon}^{3}=\left\{\boldsymbol{y} \in \partial B_{\varepsilon}|\quad| \boldsymbol{n}(\boldsymbol{y}) \cdot \boldsymbol{n}(\boldsymbol{x}) \left\lvert\, \leq \frac{\left\|\partial_{s}^{2} \boldsymbol{X}(s)\right\|_{C^{0}}}{4} \varepsilon^{2}\right.\right\} .
$$

Thus, as $\varepsilon \rightarrow 0$,

$$
\begin{aligned}
& \left|\int_{\partial B_{\varepsilon}^{1}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})-\int_{\partial B_{\varepsilon}^{2}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})\right| \\
& \quad \leq \frac{1}{\pi} \int_{\partial B_{\varepsilon}^{3}}\left|\frac{n_{i}(\boldsymbol{y}) n_{j}(\boldsymbol{y})}{\varepsilon|\boldsymbol{n}(\boldsymbol{y})|^{4}}\right| d s(\boldsymbol{y}) \leq \frac{4}{\pi} \sin ^{-1}\left(\frac{\left\|\partial_{s}^{2} \boldsymbol{X}(s)\right\|_{C^{0}}}{4} \varepsilon^{2}\right) \longrightarrow 0
\end{aligned}
$$

Therefore,

$$
\begin{array}{r}
\int_{\Gamma} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})=\lim _{\varepsilon \rightarrow 0} \int_{\partial B_{\varepsilon}^{1}} \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y}) \\
\quad=-\frac{1}{2}+\lim _{\varepsilon \rightarrow 0}\left(\int_{\partial B_{\varepsilon}^{1}}-\int_{\partial B_{\varepsilon}^{2}}\right) \Theta_{i j k}(\boldsymbol{y}-\boldsymbol{x}) n_{k}(\boldsymbol{y}) d s(\boldsymbol{y})=-\frac{1}{2}
\end{array}
$$

Using the fact that $\Gamma$ is $C^{2}$, from [7, Lemma 3.15], there exist a constant $C_{\Gamma}>0$ s.t. for all $\boldsymbol{x}, \boldsymbol{y} \in \Gamma$,

$$
\begin{equation*}
|(x-y) \cdot n(y)| \leq C_{\Gamma}|x-y|^{2} \tag{A3}
\end{equation*}
$$

Thus, for all $\boldsymbol{x}, \boldsymbol{y} \in \Gamma$,

$$
\begin{equation*}
\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| \leq \frac{C_{\Gamma}}{\pi} \tag{A4}
\end{equation*}
$$

so $\|K(\cdot, \boldsymbol{x})\|_{L^{1}(\Gamma)}$ is uniformly bounded on $\Gamma$. Next, we will claim $\|K(\cdot, \boldsymbol{x})\|_{L^{1}(\Gamma)}$ is uniformly bounded in $\mathbb{R}^{2} \backslash \Gamma$.

Lemma A. 3 There exists a constant $C<\infty$ s.t. $\forall \boldsymbol{x} \in \mathbb{R}^{2} \backslash \Gamma$,

$$
\begin{equation*}
\int_{\Gamma}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) \leq C \tag{A5}
\end{equation*}
$$

Proof Define dist $(\boldsymbol{x}, \Gamma)$ as the distance between point $\boldsymbol{x}$ and set $\Gamma$, and then there exist $0<\varepsilon_{0}<\frac{1}{2 C_{\Gamma}}$ and $C_{0}>0$ s.t. (1) for all $\boldsymbol{x}$ with $\operatorname{dist}(\boldsymbol{x}, \Gamma)<\frac{1}{2} \varepsilon_{0}$, there exists a unique $\boldsymbol{x}_{0}=$ $\boldsymbol{X}\left(s_{0}\right) \in \Gamma$ and $t \in\left(-\frac{1}{2} \varepsilon_{0}, \frac{1}{2} \varepsilon_{0}\right)$ s.t. $\boldsymbol{x}=\boldsymbol{x}_{0}+\boldsymbol{t} \boldsymbol{n}\left(\boldsymbol{x}_{0}\right)$, (2) define $r_{0}(s)=\left|\boldsymbol{X}(s)-\boldsymbol{X}\left(s_{0}\right)\right|$, then $\operatorname{sgn}\left(s-s_{0}\right) \partial_{s} r_{0}(s)>C_{0}$ for all $0<r_{0}(s)<\varepsilon_{0}$.

We will prove this result for two different cases.
(i) Given dist $(\boldsymbol{x}, \Gamma) \geq \frac{1}{2} \varepsilon_{0}$, we have $\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| \leq \frac{1}{2 \pi} \frac{1}{\varepsilon_{0}}$ for all $\boldsymbol{y} \in \Gamma$, so

$$
\int_{\Gamma}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) \leq \frac{1}{2 \pi} \frac{1}{\varepsilon_{0}} \int_{\Gamma} d s(\boldsymbol{y}) \leq C_{1} \frac{1}{\varepsilon_{0}}
$$

where $C_{1}$ is only depends on $\Gamma$.
(ii) Given $\operatorname{dist}(\boldsymbol{x}, \Gamma)<\frac{1}{2} \varepsilon_{0}$, set $\boldsymbol{x}_{0} \in \Gamma$ be the unique point s.t. $\boldsymbol{x}=\boldsymbol{x}_{0}+\operatorname{tn}\left(\boldsymbol{x}_{0}\right)$ with $t \in\left(-\frac{1}{2} \varepsilon_{0}, \frac{1}{2} \varepsilon_{0}\right)$, and define $B_{\varepsilon_{0}}=\left\{\boldsymbol{y} \in \Gamma| | \boldsymbol{y}-\boldsymbol{x}_{0} \mid<\varepsilon_{0}\right\}$. We split the integral into

$$
\int_{\Gamma}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y})=\int_{B_{\varepsilon_{0}}}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y})+\int_{\Gamma \backslash B_{\varepsilon_{0}}}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) .
$$

In the second term, for all $y \in \Gamma \backslash B_{\varepsilon_{0}}$,

$$
|y-x| \geq\left|y-x_{0}\right|-\left|x_{0}-x\right| \geq \frac{1}{2} \varepsilon_{0}
$$

so

$$
\int_{\Gamma \backslash B_{\varepsilon_{0}}}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) \leq \frac{1}{2 \pi} \frac{1}{\varepsilon_{0}} \int_{\Gamma \backslash B_{\varepsilon_{0}}} d s(\boldsymbol{y}) \leq C_{1} \frac{1}{\varepsilon_{0}} .
$$

For the first term, by (A3), we obtain

$$
\begin{aligned}
& \pi\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right|=\frac{\left|\left(y_{i}-x_{i}\right)\left(y_{j}-x_{j}\right)(\boldsymbol{y}-\boldsymbol{x}) \cdot \boldsymbol{n}(\boldsymbol{y})\right|}{|\boldsymbol{y}-\boldsymbol{x}|^{4}} \\
& \quad \leq \frac{\left|\left(\boldsymbol{y}-\boldsymbol{x}_{0}\right) \cdot \boldsymbol{n}(\boldsymbol{y})\right|+\left|\left(\boldsymbol{x}_{0}-\boldsymbol{x}\right) \cdot \boldsymbol{n}(\boldsymbol{y})\right|}{|\boldsymbol{y}-\boldsymbol{x}|^{2}} \leq \frac{C_{\Gamma}\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|^{2}+\left|\boldsymbol{x}_{0}-\boldsymbol{x}\right|}{|\boldsymbol{y}-\boldsymbol{x}|^{2}} .
\end{aligned}
$$

Moreover,

$$
|y-x|^{2}=\left|y-x_{0}\right|^{2}+\left|x_{0}-x\right|^{2}+2\left(y-x_{0}\right) \cdot\left(x_{0}-x\right) .
$$

Since

$$
x_{0}-x=\operatorname{tn}\left(x_{0}\right), \quad \text { where } \quad|t|=\left|x_{0}-x\right|,
$$

by (A3),

$$
\left|\left(y-x_{0}\right) \cdot\left(x_{0}-x\right)\right|=\left|\left(\mathbf{y}-\mathbf{x}_{0}\right) \cdot \mathbf{n}\left(\mathbf{x}_{0}\right)\right|\left|x_{0}-x\right| \leq C_{\Gamma}\left|y-x_{0}\right|^{2}\left|x_{0}-x\right|
$$

Then, $C_{\Gamma}\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|<C_{\Gamma} \varepsilon_{0} \leq \frac{1}{2}$, so

$$
\begin{align*}
|y-x|^{2} & \geq\left|y-x_{0}\right|^{2}+\left|x_{0}-x\right|^{2}-\left|y-x_{0}\right|\left|x_{0}-x\right| \\
& \geq \frac{1}{2}\left(\left|y-x_{0}\right|^{2}+\left|x_{0}-x\right|^{2}\right) . \tag{A6}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| & \leq \frac{2}{\pi} \frac{C_{\Gamma}\left|\boldsymbol{y}-x_{0}\right|^{2}+\left|x_{0}-x\right|}{\left|\boldsymbol{y}-x_{0}\right|^{2}+\left|x_{0}-x\right|^{2}} \\
& \leq \frac{2}{\pi} C_{\Gamma}+\frac{2}{\pi} \frac{\left|x_{0}-x\right|}{\left|\boldsymbol{y}-x_{0}\right|^{2}+\left|x_{0}-x\right|^{2}} .
\end{aligned}
$$

For the second term, set $r=\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|$ and $a=\left|\boldsymbol{x}_{0}-\boldsymbol{x}\right|$. Since sgn $\left(s-s_{0}\right) \partial_{s} r_{0}(s)>C_{0}$ for all $0<r_{0}(s)<\varepsilon_{0}$,

$$
\int_{B_{\varepsilon_{0}}} \frac{\left|\boldsymbol{x}_{0}-\boldsymbol{x}\right|}{\left|\boldsymbol{y}-\boldsymbol{x}_{0}\right|^{2}+\left|\boldsymbol{x}_{0}-\boldsymbol{x}\right|^{2}} d s(\boldsymbol{y}) \leq \frac{2}{C_{0}} \int_{0}^{\varepsilon_{0}} \frac{a}{r^{2}+a^{2}} d r \leq \frac{2}{C_{0}} \int_{0}^{\infty} \frac{1}{r^{2}+1} d r
$$

Hence,

$$
\begin{aligned}
\int_{\Gamma}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) & \leq C_{1} \frac{1}{\varepsilon_{0}}+\frac{2}{\pi} C_{\Gamma} \int_{B_{\varepsilon_{0}}} d s(\boldsymbol{y})+\frac{2}{C_{0}} \int_{0}^{\infty} \frac{1}{r^{2}+1} d r \\
& \leq C_{1} \frac{1}{\varepsilon_{0}}+C_{2}
\end{aligned}
$$

Since $\varepsilon_{0}, C_{1}, C_{2}$ only depend on $\Gamma$,

$$
\int_{\Gamma}\left|K_{i j}(\boldsymbol{y}, \boldsymbol{x})\right| d s(\boldsymbol{y}) \leq C
$$

where $C$ only depends on $\Gamma$.
Remark A.4 Obviously, if $\widehat{\boldsymbol{F}}(s) \in C^{0}\left(\mathbb{S}^{1}\right), \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})$ is smooth and bounded in $\mathbb{R}^{2} \backslash \Gamma$. Then, by (A4) and [7, Proposition 3.12], $\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})$ exists and is bounded on $\Gamma$. Note that $\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})$ may be discontinuous across $\Gamma$.

Lemma A. 5 Given $\Gamma \in C^{2}$ and $\widehat{\boldsymbol{F}} \in C(\Gamma)$, if $\widehat{\boldsymbol{F}}\left(s_{0}\right)=0$ where $s_{0} \in \mathbb{S}^{1}$, then $\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})=$ $\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}$ is continuous at $\boldsymbol{x}_{0}=\boldsymbol{X}\left(s_{0}\right)$.

Proof By (A3) and (A5), there exists $C_{0}, C_{1}>0$ s.t.

$$
\begin{array}{r}
\int_{\mathbb{S}^{1}}\left|K_{i j}\left(X\left(s^{\prime}\right), X(s)\right)\right| d s \leq C_{0}, \quad \forall s \neq \mathbb{S}^{1}, \\
\int_{\mathbb{S}^{1}}\left|K_{i j}\left(X\left(s^{\prime}\right), x\right)\right| d s \leq C_{1}, \quad \forall x \neq \Gamma .
\end{array}
$$

Given $\varepsilon>0$, we choose $0<\eta \ll 1$ s.t. $|\widehat{\boldsymbol{F}}(s)|<\frac{\varepsilon}{2\left(C_{0}+C_{1}\right)}$ for all $s \in \mathcal{I}_{\eta}:=$ $\left\{s \in \mathbb{S}^{1}| | \boldsymbol{X}(s)-\boldsymbol{X}\left(s_{0}\right) \mid<\eta\right\}$, and set $B_{\eta}=\boldsymbol{X}\left(\mathcal{I}_{\eta}\right)$. Then, we use the technique in Lemma A.1, and for all $\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|<\frac{\eta}{2}$,

$$
\begin{aligned}
\mid \widehat{\mathcal{D}}_{i} & {[\widehat{\boldsymbol{F}}](\boldsymbol{x})-\widehat{\mathcal{D}}_{i}[\widehat{\boldsymbol{F}}]\left(\boldsymbol{x}_{0}\right) \mid } \\
\leq & \int_{\mathcal{I}_{\eta}}\left(\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)\right|+\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}\left(s_{0}\right)\right)\right|\right)\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +\int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)-K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
\leq & \epsilon+C\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)} \frac{1}{\eta^{2}}\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right| .
\end{aligned}
$$

Hence,

$$
\lim _{\boldsymbol{x} \rightarrow \boldsymbol{x}_{0}}\left|\widehat{\mathcal{D}}_{i}[\widehat{\boldsymbol{F}}](\boldsymbol{x})-\widehat{\mathcal{D}}_{i}[\widehat{\boldsymbol{F}}]\left(\boldsymbol{x}_{0}\right)\right| \leq \epsilon
$$

Letting $\varepsilon \rightarrow 0$,

$$
\lim _{\boldsymbol{x} \rightarrow x_{0}}\left|\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})-\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}]\left(\boldsymbol{x}_{0}\right)\right|=0
$$

Now, we define limits $D_{\Omega_{1}}$ and $D_{\Omega_{2}}$ on $\Gamma$ as

$$
D_{\Omega_{1}}(\boldsymbol{x})=\lim _{t \rightarrow 0^{+}} \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}-\operatorname{tn}(\boldsymbol{x})), D_{\Omega_{2}}(\boldsymbol{x})=\lim _{t \rightarrow 0^{+}} \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}+\operatorname{tn}(\boldsymbol{x}))
$$

We have the following results.
Theorem A. 6 Given $\Gamma \in C^{2}$ and $\widehat{\boldsymbol{F}} \in C(\Gamma)$,

$$
\begin{aligned}
& D_{\Omega_{1}}(\boldsymbol{X}(s))=-\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& D_{\Omega_{2}}(\boldsymbol{X}(s))=\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Proof For $D_{\Omega_{1}}$, since $\boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s)) \in \Omega_{1}$ for all $0<t \ll 1$, by (A2),

$$
\begin{aligned}
\widehat{\mathcal{D}} & \widehat{\boldsymbol{F}}](\boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s)))=\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s))\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
= & \widehat{\boldsymbol{F}}(s) \int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s))\right) d s^{\prime} \\
& +\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s))\right)\left(\widehat{\boldsymbol{F}}\left(s^{\prime}\right)-\widehat{\boldsymbol{F}}(s)\right) d s^{\prime} \\
& =-\widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)-\operatorname{tn}(\boldsymbol{X}(s))\right)\left(\widehat{\boldsymbol{F}}\left(s^{\prime}\right)-\widehat{\boldsymbol{F}}(s)\right) d s^{\prime}
\end{aligned}
$$

Then, $\widehat{\boldsymbol{F}}\left(s^{\prime}\right)-\widehat{\boldsymbol{F}}(s)=0$ when $s^{\prime}=s$, so by Lemma A. 5 , the second term is continuous at $t=0$. Therefore, by (A2),

$$
\begin{aligned}
& \left.\lim _{t \rightarrow 0^{+}} \widehat{\mathcal{D}} \widehat{\boldsymbol{F}}\right](\boldsymbol{x}-t \boldsymbol{n}(\boldsymbol{x}))=-\widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right)\left(\widehat{\boldsymbol{F}}\left(s^{\prime}\right)-\widehat{\boldsymbol{F}}(s)\right) d s^{\prime} \\
& \quad=-\widehat{\boldsymbol{F}}(s)-\widehat{\boldsymbol{F}}(s) \int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) d s^{\prime}+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& \quad=-\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} .
\end{aligned}
$$

Next, for $D_{\Omega_{2}}$, we use the same technique. Since $\boldsymbol{X}(s)+\operatorname{tn}(\boldsymbol{X}(s)) \in \Omega_{2}$ for all $0<t \ll 1$, by (A2),

$$
\begin{aligned}
& \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{X}(s)+\operatorname{tn}(\boldsymbol{X}(s)))=\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)+\operatorname{tn}(\boldsymbol{X}(s))\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& \quad=\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)+\operatorname{tn}(\boldsymbol{X}(s))\right)\left(\widehat{\boldsymbol{F}}\left(s^{\prime}\right)-\widehat{\boldsymbol{F}}(s)\right) d s^{\prime}
\end{aligned}
$$

Thus,

$$
\lim _{t \rightarrow 0^{+}} \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x}+\operatorname{tn}(\boldsymbol{x}))=\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
$$

Next, since $\Gamma \in C^{2}$, there exists an $\varepsilon_{0}>0$ s.t. for all $\boldsymbol{x}$ with dist $(\boldsymbol{x}, \Gamma)<\varepsilon_{0}$, there exists a unique $s \in \mathbb{S}^{1}$ and $t \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$ s.t. $\boldsymbol{x}=\boldsymbol{X}(s)+\operatorname{tn}(s)$. Thus, we may define a tubular
set $V=V\left(\varepsilon_{0}, \Gamma\right)$ as $V:=\left\{\boldsymbol{x} \mid \operatorname{dist}(\boldsymbol{x}, \Gamma)<\varepsilon_{0}\right\}$, within $V$, we may set functions $s(\boldsymbol{x})$ and $\boldsymbol{X}(\boldsymbol{x})=\boldsymbol{X}(s(\boldsymbol{x}))$. Now, let us compute the limits (15):

$$
\boldsymbol{F}_{\Omega_{1}}(s)=\lim _{t \rightarrow 0+} \Sigma(\boldsymbol{X}(s)-\operatorname{tn}(s)) \boldsymbol{n}(s), \boldsymbol{F}_{\Omega_{2}}(s)=\lim _{t \rightarrow 0+} \Sigma(\boldsymbol{X}(s)+\operatorname{tn}(s)) \boldsymbol{n}(s) .
$$

Theorem A. 7 Given $\Gamma \in C^{2}$ and $\widehat{\boldsymbol{F}} \in C(\Gamma)$,

$$
\begin{aligned}
& \boldsymbol{F}_{\Omega_{1}}(s)=\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}(s), \boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& \boldsymbol{F}_{\Omega_{2}}(s)=-\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}(s), \boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Thus,

$$
\llbracket \Sigma \boldsymbol{n} \rrbracket=\boldsymbol{F}_{\Omega_{1}}-\boldsymbol{F}_{\Omega_{2}}=\widehat{\boldsymbol{F}}
$$

Proof First, we set $K^{*}(\boldsymbol{y}, \boldsymbol{x})$ in $V \times V$ as

$$
K^{*}(\boldsymbol{y}, \boldsymbol{x}):=\Theta_{i j k}(\boldsymbol{x}-\boldsymbol{y}) n_{k}(s(\boldsymbol{x})) .
$$

It is obvious that $K^{*}(\boldsymbol{y}, \boldsymbol{x})=K(\boldsymbol{x}, \boldsymbol{y})$ for all $\boldsymbol{x}, \boldsymbol{y} \in \Gamma$. By (A4), $\|K(\boldsymbol{x}, \cdot)\|_{L^{1}(\Gamma)}$ is uniformly bounded on $\Gamma$, so we may set a function in $V$ as

$$
\boldsymbol{f}[\widehat{\boldsymbol{F}}](\boldsymbol{x})=\Sigma(\boldsymbol{x}) \boldsymbol{n}(s(\boldsymbol{x}))=\int_{\mathbb{S}^{1}} K^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
$$

Next, we will claim $\boldsymbol{f}(\boldsymbol{x})$ is continuous in $V$ where $\boldsymbol{f}(\boldsymbol{x})=\widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{x})+\boldsymbol{F}[\widehat{\boldsymbol{F}}](\boldsymbol{x})$. It is clear that $\boldsymbol{f}(\boldsymbol{x})$ is continuous in $\mathbb{R}^{2} \backslash \Gamma$, and by (A4) and [7, Proposition 3.12], $\boldsymbol{f}(\boldsymbol{x})$ is continuous on $\Gamma$. Thus, we only have to prove $\boldsymbol{f}(\boldsymbol{x})$ is continuous at $\boldsymbol{x}_{0}=\boldsymbol{X}(s)$ for all $s \in \mathbb{S}^{1}$. We use the technique of the proofs of Lemma A. 1 and Lemma A. 5 again. Define $\mathcal{I}_{\eta}:=\left\{s \in \mathbb{S}^{1}| | \boldsymbol{X}(s)-\boldsymbol{X}\left(s_{0}\right) \mid<\eta\right\}$. Then for all $\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right|<\frac{1}{2} \eta$,

$$
\begin{aligned}
\mid \boldsymbol{f}(\boldsymbol{x}) & -\boldsymbol{f}\left(\boldsymbol{x}_{0}\right) \mid \\
\leq & \int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +\int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +\int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)-K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +\int_{\mathbb{S}^{1} \backslash \mathcal{I}_{\eta}}\left|K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)-K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
\leq & \int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +\int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}_{0}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& +C\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)} \frac{1}{\eta^{2}}\left|\boldsymbol{x}-\boldsymbol{x}_{0}\right| .
\end{aligned}
$$

For the first two terms, we use some techniques in the proof of Lemma A.3. Consider $0<\eta<\frac{1}{2} \varepsilon_{0}$, where $\varepsilon_{0}$ is defined in the proof of Lemma A.3. Then, for all $s^{\prime} \in \mathcal{I}_{\eta}$,

$$
\left|\boldsymbol{n}\left(s^{\prime}\right)-\boldsymbol{n}(s(\boldsymbol{x}))\right| \leq\left\|\partial_{s}^{2} \boldsymbol{X}\right\|_{C^{0}}\left|s^{\prime}-s(\boldsymbol{x})\right| \leq \frac{\left\|\partial_{s}^{2} \boldsymbol{X}\right\|_{C^{0}}}{[\boldsymbol{X}]}\left|\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{X}(\boldsymbol{x})\right|
$$

and $\left|\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{x}\right|>\frac{1}{2}\left|\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{X}(\boldsymbol{x})\right|$ by (A6).

$$
\begin{aligned}
K_{i j} & \left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right) \\
= & -\frac{1}{\pi} \frac{\left(X_{i}(s)-x_{i}\right)\left(X_{j}(s)-x_{j}\right)\left(\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{x}\right) \cdot \boldsymbol{n}\left(s^{\prime}\right)}{\left|\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{x}\right|^{4}} \\
& -\frac{1}{\pi} \frac{\left(x_{i}-X_{i}(s)\right)\left(x_{j}-X_{j}(s)\right)\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \cdot \boldsymbol{n}(s(\boldsymbol{x}))}{\left|\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right|^{4}} \\
= & -\frac{1}{\pi} \frac{\left(X_{i}(s)-x_{i}\right)\left(X_{j}(s)-x_{j}\right)\left(\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{x}\right) \cdot\left(\boldsymbol{n}\left(s^{\prime}\right)-\boldsymbol{n}(s(\boldsymbol{x}))\right)}{\left|\boldsymbol{X}\left(s^{\prime}\right)-\boldsymbol{x}\right|^{4}}
\end{aligned}
$$

so

$$
\begin{aligned}
& \int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)\right|\left|\widehat{\boldsymbol{F}}\left(s^{\prime}\right)\right| d s^{\prime} \\
& \quad \leq\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)} \int_{\mathcal{I}_{\eta}}\left|K_{i j}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)+K_{i j}^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{x}\right)\right| d s^{\prime} \\
& \quad \leq \frac{2\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)}}{\pi} \int_{\mathcal{I}_{\eta}} d s^{\prime} \leq \frac{4\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)}}{C_{0} \pi} \eta,
\end{aligned}
$$

where $C_{0}$ is defined in the proof of Lemma A.3. Therefore,

$$
\lim _{\boldsymbol{x} \rightarrow x_{0}}\left|\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}\left(\boldsymbol{x}_{0}\right)\right| \leq \frac{4\|\widehat{\boldsymbol{F}}\|_{C^{0}\left(\mathbb{S}^{1}\right)}}{C_{0} \pi} \eta
$$

Letting $\eta \rightarrow 0$, we see that $\boldsymbol{f}(\boldsymbol{x})$ continuous at $\boldsymbol{x}_{0}$. Finally, we have

$$
\begin{aligned}
\boldsymbol{F}_{\Omega_{1}}(s) & =\lim _{t \rightarrow 0+} \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{X}(s)-\operatorname{tn}(s)) \\
& =\lim _{t \rightarrow 0+} \boldsymbol{f}(\boldsymbol{X}(s)-\operatorname{tn}(s))-\lim _{t \rightarrow 0+} \widehat{\mathcal{D}}[\widehat{\boldsymbol{F}}](\boldsymbol{X}(s)-\operatorname{tn}(s)) \\
& =\boldsymbol{f}(\boldsymbol{X}(s))-D_{\Omega_{1}}(\boldsymbol{X}(s)) \\
& =\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K^{*}\left(\boldsymbol{X}\left(s^{\prime}\right), \boldsymbol{X}(s)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& =\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}(s), \boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Similarly, one can obtain

$$
\boldsymbol{F}_{\Omega_{2}}(s)=-\frac{1}{2} \widehat{\boldsymbol{F}}(s)+\int_{\mathbb{S}^{1}} K\left(\boldsymbol{X}(s), \boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} .
$$

Now, we will prove the necessary and sufficient condition of $\boldsymbol{u}(\boldsymbol{x})$ vanishes at infinity.

## Lemma A. 8

$$
|\boldsymbol{u}(\boldsymbol{x})| \rightarrow 0 \text { as }|\boldsymbol{x}| \rightarrow \infty \Longleftrightarrow \int_{\mathbb{S}^{1}} \widehat{\boldsymbol{F}}(s) d s=0 .
$$

Proof Since $\Omega_{1}$ is bounded, there exists a constant $R_{0}>0$ s.t. $|\boldsymbol{X}(s)|<R_{0}$ for all $s \in \mathbb{S}^{1}$. Then,

$$
G(\boldsymbol{x}-\boldsymbol{X}(s))-G(\boldsymbol{x})=\int_{0}^{1} \nabla G(\boldsymbol{x}-t \boldsymbol{X}(s)) \cdot \boldsymbol{X}(s) d t
$$

so there exists a constant $C>0$ s.t. for all $|x|>2 R_{0}$,

$$
|G(\boldsymbol{x})-G(\boldsymbol{x}-\boldsymbol{X}(s))| \leq C \sup _{0 \leq t \leq 1} \frac{|\boldsymbol{X}(s)|}{|\boldsymbol{x}-t \boldsymbol{X}(s)|} \leq C \frac{R_{0}}{|\boldsymbol{x}|-R_{0}}
$$

Next, for all $|\boldsymbol{x}|>2 R_{0}$,

$$
\begin{aligned}
\boldsymbol{u}(\boldsymbol{x}) & =\int_{\mathbb{S}^{1}} G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime} \\
& =\int_{\mathbb{S}^{1}}\left(G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right)-\boldsymbol{G}(\boldsymbol{x})\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}+G(\boldsymbol{x}) \int_{\mathbb{S}^{1}} \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}
\end{aligned}
$$

Since

$$
\lim _{|\boldsymbol{x}| \rightarrow \infty}\left|\int_{\mathbb{S}^{1}}\left(G\left(\boldsymbol{x}-\boldsymbol{X}\left(s^{\prime}\right)\right)-G(\boldsymbol{x})\right) \widehat{\boldsymbol{F}}\left(s^{\prime}\right) d s^{\prime}\right| \leq \lim _{|\boldsymbol{x}| \rightarrow \infty} C \frac{R_{0}}{|\boldsymbol{x}|-R_{0}}=0
$$

and

$$
\lim _{|x| \rightarrow \infty} G_{i i}(\boldsymbol{x})=\infty, \quad \lim _{|\boldsymbol{x}| \rightarrow \infty}\left|G_{i(2-i)}(\boldsymbol{x})\right| \leq 1,
$$

we obtain

$$
\lim _{|\boldsymbol{x}| \rightarrow \infty}|\boldsymbol{u}(\boldsymbol{x})| \rightarrow 0 \Longleftrightarrow \int_{\mathbb{S}^{1}} \widehat{\boldsymbol{F}}(s) d s=0
$$

## Appendix B: some calculus for the operator $\mathcal{L}$ near the unit circle

B. 1 Computation for $\mathcal{S}_{i}, \tau_{i}$

Set

$$
\boldsymbol{X}_{c}=\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right] \text { and } \boldsymbol{X}_{\varepsilon}=\boldsymbol{X}_{c}+\varepsilon \boldsymbol{Y} .
$$

Then,

$$
4 \pi G_{L}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)=-\log \left|\boldsymbol{X}_{\varepsilon}\right|=G_{L 0}+G_{L 1} \varepsilon+G_{L 2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

where

$$
\begin{equation*}
G_{L 0}=-\log \left|\Delta X_{c}\right|, \tag{B1}
\end{equation*}
$$

$$
\begin{align*}
& G_{L 1}=-\frac{\Delta X_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta X_{c}\right|^{2}},  \tag{B2}\\
& G_{L 2}=\frac{\left(\Delta X_{c} \cdot \Delta Y\right)^{2}}{\left|\Delta X_{c}\right|^{4}}-\frac{1}{2} \frac{|\Delta \boldsymbol{Y}|^{2}}{\left|\Delta X_{c}\right|^{2}}, \tag{B3}
\end{align*}
$$

and

$$
4 \pi G_{T}\left(\Delta \boldsymbol{X}_{\varepsilon}\right)=\frac{\Delta \boldsymbol{X}_{\varepsilon} \otimes \Delta \boldsymbol{X}_{\varepsilon}}{\left|\Delta \boldsymbol{X}_{\varepsilon}\right|^{2}}=G_{T 0}+G_{T 1} \varepsilon+G_{T 2} \varepsilon^{2}+O\left(\varepsilon^{3}\right),
$$

where

$$
\begin{align*}
G_{T 0}= & \frac{\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}},  \tag{B4}\\
G_{T 1}= & \frac{\Delta \boldsymbol{Y} \otimes \Delta \boldsymbol{X}_{c}+\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-2 \frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{X}_{c}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}},  \tag{B5}\\
G_{T 2}= & \frac{\Delta \boldsymbol{Y} \otimes \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}-2 \frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{Y} \otimes \Delta \boldsymbol{X}_{c}+\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{Y}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}} \\
& +4 \frac{\left(\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)^{2}\left(\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{X}_{c}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{6}}-\frac{|\Delta \boldsymbol{Y}|^{2}\left(\Delta \boldsymbol{X}_{c} \otimes \Delta \boldsymbol{X}_{c}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{4}} . \tag{B6}
\end{align*}
$$

Next,

$$
\boldsymbol{\tau}_{\varepsilon}=\frac{\partial_{\theta} \boldsymbol{X}_{\varepsilon}}{\left|\partial_{\theta} \boldsymbol{X}_{\varepsilon}\right|}=\boldsymbol{\tau}_{0}+\boldsymbol{\tau}_{1} \varepsilon+\boldsymbol{\tau}_{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

where

$$
\begin{align*}
& \boldsymbol{\tau}_{0}=\partial_{\theta} \boldsymbol{X}_{c}, \quad \partial_{\theta} \boldsymbol{\tau}_{0}=-\boldsymbol{X}_{c},  \tag{B7}\\
& \boldsymbol{\tau}_{1}=\partial_{\theta} \boldsymbol{Y}-\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y}\right) \partial_{\theta} \boldsymbol{X}_{c}=\left(\boldsymbol{X}_{c} \cdot \partial_{\theta} \boldsymbol{Y}\right) \boldsymbol{X}_{c} . \tag{B8}
\end{align*}
$$

Therefore, for $G_{T 1}, G_{T 2}$, we have some results for some computations in Sect.3.3

$$
\begin{align*}
\boldsymbol{X}_{c} \cdot G_{T 1} \boldsymbol{X}_{c}^{\prime} & =0,  \tag{B9}\\
\partial_{\theta} \boldsymbol{X}_{c} \cdot G_{T 1} \boldsymbol{X}_{c}^{\prime} & =-\frac{1}{2} \partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}-\frac{\left(\partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \Delta \boldsymbol{Y} \cdot\left(\boldsymbol{X}_{c}^{\prime}+\Delta \boldsymbol{X}_{c}\right),  \tag{B10}\\
\boldsymbol{X}_{c} \cdot G_{T 2} \boldsymbol{X}_{c}^{\prime} & =\frac{\left(\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}\right)\left(\Delta \boldsymbol{Y} \cdot \boldsymbol{X}_{c}^{\prime}\right)}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}+\frac{1}{4}|\Delta \boldsymbol{Y}|^{2} . \tag{B11}
\end{align*}
$$

Moreover

$$
\begin{align*}
\partial_{\theta} \boldsymbol{\tau}_{1} \cdot G_{L 1} \partial_{\theta^{\prime}} \boldsymbol{\tau}_{0}^{\prime} & =\frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \boldsymbol{X}_{c}^{\prime}\right) \Delta \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \cdot \Delta \boldsymbol{Y},  \tag{B12}\\
\partial_{\theta} \boldsymbol{\tau}_{1} \cdot G_{T 1} \partial_{\theta^{\prime}} \boldsymbol{\tau}_{0}^{\prime} & =-\frac{\left(\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{X}_{c}\right) \boldsymbol{X}_{c}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} \cdot \Delta \boldsymbol{Y}+\frac{1}{2} \partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{Y} . \tag{B13}
\end{align*}
$$

Furthermore, set $\boldsymbol{Y}=g \boldsymbol{X}_{c}$, then we have

$$
\Delta \boldsymbol{Y}=g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime}
$$

We obtain some results of $\Delta \boldsymbol{Y}$ for computations in Sect.3.3.

Lemma B. 1 (The computations for $\Delta \boldsymbol{Y}$ )
(1)

$$
\frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}=\frac{1}{2}\left(g+g^{\prime}\right)
$$

(2)

$$
\begin{aligned}
\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y} & =\frac{1}{2} g\left|\Delta \boldsymbol{X}_{c}\right|^{2}+\Delta g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \\
\boldsymbol{X}_{c}^{\prime} \cdot \Delta \boldsymbol{Y} & =-\frac{1}{2} g\left|\Delta \boldsymbol{X}_{c}\right|^{2}+\Delta g \\
\partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y} & =-g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}+\Delta g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} .
\end{aligned}
$$

(3)

$$
\begin{aligned}
|\Delta \boldsymbol{Y}|^{2} & =g g^{\prime}\left|\Delta \boldsymbol{X}_{c}\right|^{2}+|\Delta g|^{2} \\
\frac{|\Delta \boldsymbol{Y}|^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}} & =g g^{\prime}+\frac{|\Delta g|^{2}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}
\end{aligned}
$$

Proof (1)

$$
\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}=g\left|\Delta \boldsymbol{X}_{c}\right|^{2}-\Delta g\left(1-\boldsymbol{X}_{c}^{\prime} \cdot \boldsymbol{X}_{c}\right)=g\left|\Delta \boldsymbol{X}_{c}\right|^{2}-\frac{1}{2} \Delta g\left|\Delta \boldsymbol{X}_{c}\right|^{2}
$$

so

$$
\frac{\Delta \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y}}{\left|\Delta \boldsymbol{X}_{c}\right|^{2}}=g-\frac{1}{2} \Delta g=\frac{1}{2}\left(g+g^{\prime}\right) .
$$

(2)

$$
\begin{aligned}
\boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y} & =\boldsymbol{X}_{c} \cdot\left(g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime}\right)=g\left(1-\boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}\right)+\Delta g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \\
& =\frac{1}{2} g\left|\Delta \boldsymbol{X}_{c}\right|^{2}+\Delta g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} \\
\boldsymbol{X}_{c}^{\prime} \cdot \Delta \boldsymbol{Y} & =\boldsymbol{X}_{c}^{\prime} \cdot\left(g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime}\right)=g\left(\boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}-1\right)+\Delta g \\
& =-\frac{1}{2} g\left|\Delta \boldsymbol{X}_{c}\right|^{2}+\Delta g \\
\partial_{\theta} \boldsymbol{X}_{c} \cdot \Delta \boldsymbol{Y} & =\partial_{\theta} \boldsymbol{X}_{c} \cdot\left(g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime}\right)=-g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}+\Delta g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}
\end{aligned}
$$

(3)

$$
\begin{aligned}
|\Delta \boldsymbol{Y}|^{2} & =\left(g \Delta \boldsymbol{X}_{c}+\Delta g \boldsymbol{X}_{c}^{\prime}\right)^{2}=g^{2}\left|\Delta \boldsymbol{X}_{c}\right|^{2}-g \Delta g\left|\Delta \boldsymbol{X}_{c}\right|^{2}+|\Delta g|^{2} \\
& =g g^{\prime}\left|\Delta \boldsymbol{X}_{c}\right|^{2}+|\Delta g|^{2}
\end{aligned}
$$

Moreover, for $g$, we have the following equation of Hilbert transforms.

Lemma B. 2 (Toland) If $g \in C^{1}\left(\mathbb{S}^{1}\right)$, then

$$
g \mathcal{H} \partial_{\theta} g-\frac{1}{2} \mathcal{H} \partial_{\theta} g^{2}=\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{\sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)} d \theta^{\prime}
$$

Proof

$$
\begin{aligned}
& g \mathcal{H} \partial_{\theta} g-\frac{1}{2} \mathcal{H} \partial_{\theta} g^{2}=g \mathcal{H} \partial_{\theta} g-\mathcal{H} g \partial_{\theta} g \\
& \quad=g \frac{1}{2 \pi} \int_{\mathbb{S}^{1}} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \partial_{\theta^{\prime}} g^{\prime} d \theta^{\prime}-\frac{1}{2 \pi} \int_{\mathbb{S}^{1}} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) g^{\prime} \partial_{\theta^{\prime}} g^{\prime} d \theta^{\prime} \\
& \quad=\frac{1}{2 \pi} \int_{\mathbb{S}^{1}} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \Delta g \partial_{\theta^{\prime}} g^{\prime} d \theta^{\prime}=-\frac{1}{4 \pi} \int_{\mathbb{S}^{1}} \cot \left(\frac{\theta-\theta^{\prime}}{2}\right) \partial_{\theta^{\prime}}|\Delta g|^{2} d \theta^{\prime} \\
& \quad=\frac{1}{8 \pi} \int_{\mathbb{S}^{1}} \frac{|\Delta g|^{2}}{\sin ^{2}\left(\frac{\theta-\theta^{\prime}}{2}\right)} d \theta^{\prime} .
\end{aligned}
$$

## B. 2 Some computations of Hilbert transform for Fourier series

In this section, we will compute some Hilbert transforms for Sect. 3.3. First, for Proposition 3.8 , we need to compute Hilbert transforms for trigonometric functions.

Lemma B. 3 For $n \geq 2$,

$$
\begin{aligned}
& \mathcal{H}\left[\cos (n \theta) \boldsymbol{X}_{c}\right]=\sin (n \theta) \boldsymbol{X}_{c}, \quad \mathcal{H}\left[\cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right]=\sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c}, \\
& \mathcal{H}\left[\sin (n \theta) \boldsymbol{X}_{c}\right]=-\cos (n \theta) \boldsymbol{X}_{c}, \mathcal{H}\left[\sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right]=-\cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c} .
\end{aligned}
$$

Moreover,

$$
\begin{array}{ll}
\mathcal{H}\left[\cos \theta \boldsymbol{X}_{c}\right]=\frac{1}{2}\left[\begin{array}{c}
\sin (2 \theta) \\
-\cos (2 \theta)
\end{array}\right], & \mathcal{H}\left[\cos \theta \partial_{\theta} \boldsymbol{X}_{c}\right]=\frac{1}{2}\left[\begin{array}{c}
\cos (2 \theta) \\
\sin (2 \theta)
\end{array}\right], \\
\mathcal{H}\left[\sin \theta \boldsymbol{X}_{c}\right]=-\frac{1}{2}\left[\begin{array}{c}
\cos (2 \theta) \\
\sin (2 \theta)
\end{array}\right], & \mathcal{H}\left[\sin \theta \partial_{\theta} \boldsymbol{X}_{c}\right]=\frac{1}{2}\left[\begin{array}{c}
\sin (2 \theta) \\
\cos (2 \theta)
\end{array}\right] .
\end{array}
$$

$$
\mathcal{H}\left[\boldsymbol{X}_{c}\right]=-\partial_{\theta} \boldsymbol{X}_{c}, \quad \mathcal{H}\left[\partial_{\theta} \boldsymbol{X}_{c}\right]=\boldsymbol{X}_{c}
$$

Lemma B. 4 For $n \geq 2$,

$$
\begin{aligned}
\mathcal{H}\left[\partial_{\theta}\left(\cos (n \theta) \boldsymbol{X}_{c}\right)\right] & =n \cos (n \theta) \boldsymbol{X}_{c}+\sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c}, \\
\mathcal{H}\left[\partial_{\theta}\left(\sin (n \theta) \boldsymbol{X}_{c}\right)\right] & =n \sin (n \theta) \boldsymbol{X}_{c}-\cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c}, \\
\mathcal{H}\left[\partial_{\theta}\left(\cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right)\right] & =-\sin (n \theta) \boldsymbol{X}_{c}+n \cos (n \theta) \partial_{\theta} \boldsymbol{X}_{c}, \\
\mathcal{H}\left[\partial_{\theta}\left(\sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c}\right)\right] & =\cos (n \theta) \boldsymbol{X}_{c}+n \sin (n \theta) \partial_{\theta} \boldsymbol{X}_{c} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \mathcal{H}\left[\partial_{\theta}\left(\cos \theta \boldsymbol{X}_{c}\right)\right]=\left[\begin{array}{c}
\cos (2 \theta) \\
\sin (2 \theta)
\end{array}\right], \quad \mathcal{H}\left[\partial_{\theta}\left(\cos \theta \partial_{\theta} \boldsymbol{X}_{c}\right)\right]=\left[\begin{array}{c}
-\sin (2 \theta) \\
\cos (2 \theta)
\end{array}\right], \\
& \mathcal{H}\left[\partial_{\theta}\left(\sin \theta \boldsymbol{X}_{c}\right)\right]=\left[\begin{array}{c}
\sin (2 \theta) \\
-\cos (2 \theta)
\end{array}\right], \mathcal{H}\left[\partial_{\theta}\left(\sin \theta \partial_{\theta} \boldsymbol{X}_{c}\right)\right]=\left[\begin{array}{c}
\cos (2 \theta) \\
\sin (2 \theta)
\end{array}\right]
\end{aligned}
$$

Next, when we compute $\lambda_{2}$ in Sect. 3.3, we expand $Y$ as a Fourier series

$$
\boldsymbol{Y}(\theta)=g \boldsymbol{X}_{c}(\theta), \text { where } g=g_{0}+\sum_{n \geq 1} g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta) .
$$

Then, we obtain some results for $\boldsymbol{\tau}_{1}$
Lemma B. 5 (The computation for $\boldsymbol{\tau}_{1}$ ) (1)

$$
\begin{aligned}
\boldsymbol{\tau}_{1}= & \partial_{\theta} g \boldsymbol{X}_{c}=\sum_{n \geq 1} n\left[g_{n 2} \cos (n \theta)-g_{n 1} \sin (n \theta)\right] \boldsymbol{X}_{c} \\
\partial_{\theta} \boldsymbol{\tau}_{1}= & -\sum_{n \geq 1} n^{2}\left[g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta)\right] \boldsymbol{X}_{c} \\
& +\sum_{n \geq 1} n\left[g_{n 2} \cos (n \theta)-g_{n 1} \sin (n \theta)\right] \partial_{\theta} \boldsymbol{X}_{c}
\end{aligned}
$$

(2)

$$
\begin{aligned}
\mathcal{H} \partial_{\theta} \boldsymbol{\tau}_{1}= & \sum_{n \geq 2} n^{2}\left[g_{n 2} \cos (n \theta)-g_{n 1} \sin (n \theta)\right] \boldsymbol{X}_{c} \\
& +\sum_{n \geq 2} n\left[g_{n 1} \cos (n \theta)+g_{n 2} \sin (n \theta)\right] \partial_{\theta} \boldsymbol{X}_{c} \\
& +g_{12}\left[\begin{array}{c}
\cos (2 \theta) \\
\sin (2 \theta)
\end{array}\right]+g_{11}\left[\begin{array}{c}
-\sin (2 \theta) \\
\cos (2 \theta)
\end{array}\right] .
\end{aligned}
$$

(3)

$$
\begin{aligned}
\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \Delta \boldsymbol{X}_{c} & =\frac{1}{2} \partial_{\theta}^{2} g\left|\Delta \boldsymbol{X}_{c}\right|^{2}-\partial_{\theta} g \sin \left(\theta-\theta^{\prime}\right), \\
\partial_{\theta} \boldsymbol{\tau}_{1} \cdot \boldsymbol{X}_{c}^{\prime} & =\partial_{\theta}^{2} g \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime}+\partial_{\theta} g \partial_{\theta} \boldsymbol{X}_{c} \cdot \boldsymbol{X}_{c}^{\prime} .
\end{aligned}
$$
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