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Abstract. In this paper, an immersed boundary (IB) method for simulating the inter-
facial flows with insoluble surfactant in three dimensions is developed. We consider a
doubly periodic interface separating two fluids where the surfactant exists only along
the evolving interface. An equi-arclength parametrization is introduced in order to
track the moving interface and maintain good Lagrangian meshes, so stable compu-
tations can be performed without remeshing. This surface mesh-control technique
is done by adding two artificial tangential velocity components into the Lagrangian
marker velocity so that the Lagrangian markers can be equi-arclength distributed dur-
ing the time evolution. As a result, the surfactant equation on the interface must be
modified based on the new parametrization. A conservative scheme for solving the
modified surfactant equation has been developed and proved to satisfy the total sur-
factant mass exactly in discrete level. A series of numerical experiments consisting of
the validation of Lagrangian mesh control technique, the convergence study, the study
of self-healing dynamics, and the simulations of two-layer fluids under Couette flow
have been conducted to test our present numerical scheme.

AMS subject classifications: 35Q35, 65M06, 76D45
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1 Introduction

Surfactant is a typical compound of amphiphilic molecules with hydrophilic heads and
hydrophobic tails. It adheres to the fluid interface and changes the surface tension ac-
cordingly. So, in the presence of surfactant, the dynamics of interfacial flows can be
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dramatically altered in complex ways due to the variable surface tension. For instance, a
recent work of Pan et al. [37] demonstrates that by simply adding a small amount of sur-
factant, one can manipulate the impact outcome of droplet collision from coalescence to
bouncing. Surfactant also plays a crucial role in numerous industrial applications includ-
ing oil recovery, ore extraction, emulsification, pharmaceutical, and food industry [24],
etc. Nowadays, we are benefited from scientific success with applications to its practical
use; however, the understanding of surfactant effects is far from being complete.

For the past two decades, the interfacial flows with insoluble and soluble surfactant
have been extensively studied by numerical computations. Those numerical methods are
strongly relevant to how the interface is represented and how the surfactant convection-
diffusion equation is solved along the evolving interface. For the soluble surfactant case,
another coupling bulk convection-diffusion equation needs to be solved in one of bulk re-
gions. In early computational models of surfactant problems, the boundary integral for-
mulations in Stokes flow were extensively employed [12,28,30,31,40,46], refer to [35] for
a review. In order to take the inertia effect into account, various numerical methods were
proposed to incorporate with Navier-Stokes equations. These methods are based upon
volume-of-fluid (VOF) [4, 11, 21], front-tracking method [9, 32, 33], immersed boundary
method [7, 25–27], level-set [47, 48], and arbitrary Lagrangian-Eulerian (ALE) finite ele-
ment method [3, 15–17, 19, 36]. Apart from the methods listed above, other numerical
studies include diffuse-interface method [43], segmented projection method [22, 23], lat-
tice Boltzmann method [13], moving particle semi-implicit method [14], and smoothed
particle hydrodynamics (SPH) method [1] etc. Some hybrid approaches combining two
different methods were proposed as well [6, 29, 49, 51]. In this paper, we extend the
third author’s previous 2D [25, 26] and axisymmetric [27] works and propose a three-
dimensional immersed boundary (IB) method for simulating the evolution of a deform-
ing interface with insoluble surfactant.

As known, solving the surfactant convection-diffusion equation on an evolving inter-
face has already been a numerical challenge, especially in three-dimensional space. From
the authors point of view, there are two major numerical issues to be considered carefully.
(1) How to maintain the interfacial mesh quality to avoid Lagrangian markers clustering
and surface mesh distortion without re-meshing? (2) How to guarantee that the total sur-
factant mass is conserved along the evolving interface without re-scaling? In this paper,
we aim to propose a numerical scheme that can handle both issues systematically for an
evolving free interface. Our numerical approach is outlined as follows. We first assume a
doubly periodic interface separating two fluids where the surfactant exists only along the
evolving interface. An equi-arclength parametrization is introduced in order to track the
moving interface and maintain good Lagrangian meshes, so stable computations can be
performed without re-meshing. This surface mesh-control technique is done by adding
two artificial tangential velocity components into the Lagrangian marker velocity so that
the Lagrangian markers can be equi-arclength distributed during the time evolution. As
a result, the surfactant equation on the interface must be modified based on the new
parametrization. A conservative scheme for solving the modified surfactant equation
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has been developed and proved to satisfy the total surfactant mass exactly in discrete
level. We then apply the developed scheme to simulate the problems of interfacial flows
with insoluble surfactant.

The rest of this paper is organized as follows. In the next section, we present the
equations of motion under the immersed boundary framework. We also describe the re-
lated contents of surface differential geometry needed in our mathematical formulation.
In Section 3, an equi-arclength parametrization for a deforming interface is introduced
and the modified surfactant concentration equation is derived accordingly. In Section 4,
we first develop a conservative scheme for solving the modified surfactant equation and
then outline the time-stepping scheme for solving the whole fluid equations with insol-
uble surfactant. A series of numerical tests to validate our present scheme is given in
Section 5 which is followed by some conclusions and future work in Section 6.

2 Equations of motion

In this section, we consider the flow of two immiscible viscous incompressible Navier-
Stokes fluids in a three-dimensional domain Ω. The sharp interface Σ separating those
two fluids is assumed to be doubly periodic in the horizontal x and y directions while
it is free in the z direction. Besides the external applying flow, the motion of the inter-
face and fluids is mainly driven by the surface tension along the free interface where an
insoluble surfactant is distributed and varied on the interface that changes the surface
tension in a timely fashion. Using the immersed boundary (or front-tracking) formula-
tion, the fluid variables are represented in Eulerian manner while the interface quantities
are represented in Lagrangian manner so the dimensionless governing equations for the
above two-phase flow with insoluble surfactant can be written as one whole fluid system
as follows [9, 25].

∂u

∂t
+(u·∇)u=−∇p+

1

Re
∇·
(

µ
(
∇u+(∇u)T

))
+

f

ReCa
in Ω, (2.1)

∇·u=0 in Ω, (2.2)

f(x,t)=
∫

Σ
F(α,β,t)δ(x−X(α,β,t))dA in Ω, (2.3)

∂X

∂t
(α,β,t)=U(α,β,t)=

∫

Ω
u(x,t)δ(x−X(α,β,t))dx on Σ, (2.4)

F(α,β,t)=∇sσ−2σHn, σ(α,β,t)=σ0(1−ηΓ(α,β,t)) on Σ, (2.5)

∂Γ

∂t
(α,β,t)+(∇s ·U)Γ(α,β,t)=

1

Pes
∆sΓ(α,β,t) on Σ, (2.6)

Eqs. (2.1) and (2.2) are the Navier-Stokes equations in which u is the velocity and p is
the pressure. Here we assume both fluids have equal density but different viscosity de-
noting the upper fluid viscosity by µ+ and the lower by µ−. So the Reynolds number is
defined by Re= ρVL/µ+ where ρ,V and L are the corresponding scales for the density,
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velocity and length. We assume µ−≥µ+ throughout this paper although this is not a re-
striction to our present method. Another dimensionless number in fluid equations is the
capillary number Ca=µ+V/σ0 where σ0 represents the constant surface tension without
surfactant. The interface Σ(t) between two fluid layers is a two-dimensional surface in
Ω, represented by Σ(t)={X(α,β,t)|0≤α≤2π,0≤β≤2π}, where (α,β) are the Lagrangian
coordinates. Throughout the paper, the effect of gravity is neglected so the only force
in Eulerian fluid domain arises from the spreading of interfacial force F via the Dirac
delta function δ(x)= δ(x)δ(y)δ(z) as shown in Eq. (2.3). Similarly, the interfacial veloc-
ity U is also interpolated from the local Eulerian fluid velocity via the delta function in
Eq. (2.4). The interfacial force F in Eq. (2.5) consists of tangential and normal components;
namely, the surface gradient of tension ∇sσ (Marangoni force) and the mean curvature
force 2σHn (capillary force). Here, H is the mean curvature of the free interface and the
normal vector n is chosen pointing into the upper fluid direction. The surface tension
related to the surfactant concentration is determined by the Langmuir equation of state
in Eq. (2.5) where η (0≤ η <1) is the dimensionless elasticity number that quantifies the
sensitivity of interfacial tension to the changes of surfactant concentration as in [34]. The
surfactant is insoluble and its concentration Γ satisfies the convection-diffusion equa-
tion [41] as in (2.6), where Pes is the surface Peclet number. Here Γ(α,β,t) is defined
in Lagrangian coordinates, so ∂Γ

∂t is the material derivative. To be complete, the above
governing equations (2.1)-(2.6) must be accompanied with suitable initial and boundary
conditions.

In the following, we shall introduce some preliminary surface differential geometry
[10] to express the mathematical forms for the surface gradient ∇s, surface divergence
∇s·, and surface Laplace ∆s operators used in above formulation. For a surface patch
X(α,β) at some fixed time, the coefficients of the first fundamental form are defined by

E=Xα ·Xα, F=Xα ·Xβ, G=Xβ ·Xβ,

where the subscripts α and β of a function denote its partial derivatives of the function
with respect to α and β, respectively. So the local area stretching factor can be written as
|Xα×Xβ|=

√
EG−F2. We define the unit normal vector as n=Xα×Xβ/|Xα×Xβ|, where

|·| stands for the usual Euclidean norm. The coefficients of the second fundamental form
are defined by

L=Xαα ·n=−Xα ·nα, M=Xαβ ·n=−Xα ·nβ =−Xβ ·nα, N=Xββ ·n=−Xβ ·nβ.

So the mean curvature of the surface can be written as H= −GL−EN+2FM
2(EG−F2)

.

Using those fundamental forms, the surface gradient ∇sσ of a scalar function σ can
be represented by

∇sσ=
Gσα−Fσβ

EG−F2
Xα+

Eσβ−Fσα

EG−F2
Xβ, (2.7)

while the surface divergence ∇s ·U of a vector field U can be represented by

∇s ·U=
GUα−FUβ

EG−F2
·Xα+

EUβ−FUα

EG−F2
·Xβ. (2.8)
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For a surface vector field Us = PXα+QXβ, its surface divergence can also be alterna-
tively written as

∇s ·Us =
1

|Xα×Xβ|

[
∂

∂α

(
|Xα×Xβ|P

)
+

∂

∂β

(
|Xα×Xβ|Q

)]
. (2.9)

This formula can be derived by using direct substitution of Us into Eq. (2.8). After com-
bining two operators in Eqs. (2.7) and (2.9), the surface Laplacian (or Laplace-Beltrami
operator) of Γ has the form

∆sΓ=∇s ·∇sΓ=
1

|Xα×Xβ|

[(
GΓα−FΓβ

|Xα×Xβ|

)

α

+

(
EΓβ−FΓα

|Xα×Xβ|

)

β

]
. (2.10)

3 An equi-arclength parametrization for a deforming free

surface and the modified surfactant equation

As mentioned in the Introduction, three-dimensional interfacial flow simulations pose
numerical challenges to track the free surface using the underlying surface meshes. More
precisely speaking, it is difficult to maintain a surface parametrization using global co-
ordinates that keeps the underlying mesh in good quality (without too much mesh dis-
tortion) during the time evolution. In this paper, we propose an approach to maintain
such global parametrization by first choosing an equi-arclength parametrization along
two principal tangential directions and then try to maintain the property by adding ap-
propriate artificial tangential velocities. The validity of such mechanism is theoretically
ensured because the interfacial shape remains unchanged by adding any tangential ve-
locity, while artificial normal velocity will change the shape accordingly which results in
undesired dynamics. This is an extension to the earlier work [26] on a curve interface in
two-dimensional interfacial flow by the third author and his coworkers. By exploiting
this equi-arclength technique, one can see the Lagrangian markers to track the interface
is indeed uniformly distributed [26]. One should notice that, the idea of adding two tan-
gential velocities to the surface velocity to preserve some parametrization properties is
not new; for instance, a generalized isothermal parametrization was introduced in 3D
boundary integral computations for incompressible Darcy’s flow with surface tension
in [2]. More relevant works to study different flows using the same idea can be found in
the references therein.

To proceed, we modify the surface evolutional equation (2.4) by adding two tangen-
tial velocities as

∂X

∂t
(α,β,t)=U(α,β,t)+V1(α,β,t)τ1+V2(α,β,t)τ2, (3.1)

where τ
1 =Xα/|Xα| and τ

2 =Xβ/|Xβ| are the unit tangent vectors satisfying τ
1×τ

2 6=0.
The goal is to derive the two evolutional equations for V1 and V2 so that the equi-arclength
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parametrization for the surface can be always preserved if the initial surface is chosen to
have such property. Like the free interface X, here, we assume that the velocities U,V1,V2

are all 2π doubly periodic. For a surface X(α,β,t), an equi-arclength parametrization in
both principal tangential directions satisfies

∂

∂α
|Xα|=0 and

∂

∂β

∣∣Xβ

∣∣=0,

for all (α,β)∈ [0,2π]×[0,2π]. Thus, we have

|Xα|=
1

2π

∫ 2π

0
|Xα′ |dα′ and |Xβ|=

1

2π

∫ 2π

0
|Xβ′ |dβ′. (3.2)

Taking the time derivative in Eq. (3.2), it yields

|Xα|t=
1

2π

∫ 2π

0
|Xα′ |t dα′ and |Xβ|t=

1

2π

∫ 2π

0
|Xβ′ |t dβ′, (3.3)

where |Xα|t can be expressed by

|Xα|t =
Xαt ·Xα

|Xα|
=Xαt ·τ1=(Xt)α ·τ1

=
∂U

∂α
·τ1+

∂V1

∂α
+

∂V2

∂α

(
τ

2 ·τ1
)
+V2

∂τ
2

∂α
·τ1.

Substituting the above equation into Eq. (3.3) and integrating with respect to α, we obtain

V1(α,β,t)=
α

2π

∫ 2π

0
Q(α′,β,t)dα′−

∫ α

0
Q(α′,β,t)dα′, (3.4)

where

Q(α,β,t)=
∂U

∂α
·τ1+

∂V2

∂α

(
τ

2 ·τ1
)
+V2

∂τ
2

∂α
·τ1.

Similarly, one can derive

V2(α,β,t)=
β

2π

∫ 2π

0
R(α,β′,t)dβ′−

∫ β

0
R(α,β′,t)dβ′, (3.5)

where

R(α,β,t)=
∂U

∂β
·τ2+

∂V1

∂β

(
τ

1 ·τ2
)
+V1

(
∂τ

1

∂β
·τ2

)
.

In the above derivations, we impose the boundary conditions for V1(0,β,t)=V2(α,0,t)=0,
implying that at these boundary points, no additional tangential velocities are needed in
their corresponding directions.
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Since the surfactant transports and diffuses along the interface, by taking the new
surface parametrization Eq. (3.1) into account, the original surfactant equation (2.6) must
be modified to

∂Γ

∂t
−(V1τ

1+V2τ
2)·∇sΓ+(∇s ·U)Γ=

1

Pes
∆sΓ.

Multiplying the surface stretching factor |Xα×Xβ| on both sides of the above equation
and using the following identity derived in [38],

∂|Xα×Xβ|
∂t

= |Xα×Xβ|∇s ·
∂X

∂t
= |Xα×Xβ|∇s ·

(
U+V1τ

1+V2τ
2
)

,

we obtain

∂Γ

∂t
|Xα×Xβ|−|Xα×Xβ|(V1τ

1+V2τ
2)·∇sΓ

+
∂|Xα×Xβ|

∂t
Γ−|Xα×Xβ|

[
∇s ·

(
V1τ

1+V2τ
2
)]

Γ=
|Xα×Xβ|

Pes
∆sΓ.

By putting the terms together, one can simplify the above equation as

∂
(
Γ|Xα×Xβ|

)

∂t
−|Xα×Xβ|∇s ·

[(
V1

Xα

|Xα|
+V2

Xβ

|Xβ|

)
Γ

]
=

|Xα×Xβ|
Pes

∆sΓ.

Using the formulas for the surface divergence in Eq. (2.9) and the surface Laplacian in
Eq. (2.10), we have

∂
(
Γ|Xα×Xβ|

)

∂t
−
[( |Xα×Xβ|V1Γ√

E

)

α

+

( |Xα×Xβ|V2Γ√
G

)

β

]

=
1

Pes

[(
GΓα−FΓβ

|Xα×Xβ|

)

α

+

(
EΓβ−FΓα

|Xα×Xβ|

)

β

]
. (3.6)

One can immediately see that the above modified surfactant equation is written in a
form of conservation law which has the advantage of designing a conservative scheme.
Indeed, in next section, Eq. (3.6) will be discretized by a conservative finite difference
scheme and numerical evidences in Section 5 demonstrate that the total surfactant mass
along the interface is conserved within the machine accuracy.

4 Numerical method

In this section, we present the numerical method and some related implementation de-
tails for solving the governing equations introduced in the previous section. To solve
the Navier-Stokes equations (2.1)-(2.2) in a computational domain Ω⊂R

3, we layout a
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Figure 1: The left shows the locations of fluid velocities and pressure on a staggered grid in 3D. In the right, the
Lagrangian markers X (filled circles) form a rectangular mesh and the surfactant concentration Γ (open circles)
is located at the cell center of the interface.

uniform Cartesian grid with meshwidth h=∆x=∆y=∆z, and allocate the fluid velocity
u= (u,v,w) and the pressure p in a staggered grid manner [20] as shown in the left of
Fig. 1. The boundary conditions for the x and y directions are 2π periodic while the z
direction is Dirichlet. As in [2], we use a Fourier representation to discretize the interface
as X(α,β,t)=(α,β,0)T+Y(α,β,t), where the first term represents the flat interface and the
second term represents the periodic deviation from the plane written in truncated double
Fourier series as

Y(α,β,t)=
N1/2−1

∑
k1=−N1/2

N2/2−1

∑
k2=−N2/2

Ŷ(k1,k2,t)ei(αk1+βk2). (4.1)

Therefore, the interface is represented by a set of Lagrangian markers Xℓm = X(αℓ,βm),
where (αℓ,βm) = (ℓ∆α,m∆β) are the uniform grid points with the corresponding mesh-
widths ∆α=2π/N1, ∆β=2π/N2 in the (α,β) plane as shown in the right of Fig. 1. The as-
sociated geometric quantities listed in previous sections such as the coefficients of the first
and second fundamental forms, interface tangents and normals, and the mean curvature
are all computed at the Lagrangian markers Xℓm using the Fourier spectral differentia-
tions [44]. These spectral derivatives with respect to α and β can be computed efficiently
using Fast Fourier Transform (FFT) in a spectral accuracy. For instance, a scalar doubly
periodic function f (α,β) can be written as Eq. (4.1) with the truncated Fourier coefficients

f̂ (k1,k2) so the derivative with respect to α only involves the multiplication of the Fourier

coefficient f̂ by ik1. The inversion between the function values and its discrete Fourier co-
efficients can be performed efficiently using FFT. The derivative with respect to β can be
computed in the same manner. To remove the aliasing error in computations, we adopt
the well-known de-aliasing 2/3-rule filter [5].
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4.1 A conservative scheme for solving the modified surfactant equation

As mentioned earlier, the modified surfactant equation (3.6) is in conservation form so it
is quite natural to develop a conservative scheme so that the total surfactant mass along
the interface is conserved. Unlike the Lagrangian markers and other geometrical quanti-
ties defined at the grid points (αℓ,βm), we define the surfactant concentration at the cell
center and denote it by Γ

ℓ+ 1
2 ,m+ 1

2
as shown in the right of Fig. 1. In the following, we

discretize Eq. (3.6) using forward Euler method in time and centered difference in space
as

Γn+1
ℓ+ 1

2 ,m+ 1
2

(Sαβ)
n+1
ℓ+ 1

2 ,m+ 1
2

−Γn
ℓ+ 1

2 ,m+ 1
2

(Sαβ)
n
ℓ+ 1

2 ,m+ 1
2

∆t

− 1

∆α



(Sαβ)

n
ℓ+1,m+ 1

2

(V1)
n+1
ℓ+1,m+ 1

2

Γn
ℓ+1,m+ 1

2√
En
ℓ+1,m+ 1

2

−
(Sαβ)

n
ℓ,m+ 1

2

(V1)
n+1
ℓ,m+ 1

2

Γn
ℓ,m+ 1

2√
En
ℓ,m+ 1

2




− 1

∆β



(Sαβ)

n
ℓ+ 1

2 ,m+1
(V2)

n+1
ℓ+ 1

2 ,m+1
Γn
ℓ+ 1

2 ,m+1√
Gn
ℓ+ 1

2 ,m+1

−
(Sαβ)

n
ℓ+ 1

2 ,m
(V2)

n+1
ℓ+ 1

2 ,m
Γn
ℓ+ 1

2 ,m√
Gn
ℓ+ 1

2 ,m




=
1

Pes∆α


 1(

Sαβ

)n

ℓ+1,m+ 1
2

(
Gn
ℓ+1,m+ 1

2

Γn
ℓ+ 3

2 ,m+ 1
2

−Γn
ℓ+ 1

2 ,m+ 1
2

∆α
−Fn

ℓ+1,m+ 1
2

Γn
ℓ+1,m+1−Γn

ℓ+1,m

∆β

)

− 1(
Sαβ

)n

ℓ,m+ 1
2

(
Gn
ℓ,m+ 1

2

Γn
ℓ+ 1

2 ,m+ 1
2

−Γn
ℓ− 1

2 ,m+ 1
2

∆α
−Fn

ℓ,m+ 1
2

Γn
ℓ,m+1−Γn

ℓm

∆β

)


+
1

Pes∆β


 1(

Sαβ

)n

ℓ+ 1
2 ,m+1

(
En
ℓ+ 1

2 ,m+1

Γn
ℓ+ 1

2 ,m+ 3
2

−Γn
ℓ+ 1

2 ,m+ 1
2

∆β
−Fn

ℓ+ 1
2 ,m+1

Γn
ℓ+1,m+1−Γn

ℓ,m+1

∆α

)

− 1(
Sαβ

)n

ℓ+ 1
2 ,m

(
En
ℓ+ 1

2 ,m

Γn
ℓ+ 1

2 ,m+ 1
2

−Γn
ℓ+ 1

2 ,m− 1
2

∆β
−Fn

ℓ+ 1
2 ,m

Γn
ℓ+1,m−Γn

ℓm

∆α

)
, (4.2)

where Sαβ denotes |Xα×Xβ|=
√

EG−F2, the local stretching factor on the interface. In the
above scheme, all the variables except Γ are defined at the Lagrangian marker X shown
in Fig. 1. So, when a variable is necessarily shifted by a half-mesh width for relevant
computations, the linear interpolation is simply employed. For instance, we define

(Sαβ)
n
ℓ+ 1

2 ,m
=

(Sαβ)
n
ℓm+(Sαβ)

n
ℓ+1,m

2

and

(Sαβ)
n
ℓ+ 1

2 ,m+ 1
2
=

(Sαβ)
n
ℓm+(Sαβ)

n
ℓ+1,m+(Sαβ)

n
ℓ,m+1+(Sαβ)

n
ℓ+1,m+1

4
.
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In the similar fashion, the surfactant concentration Γn
ℓm can be linearly interpolated from

the values of neighboring four points.

By taking the double summation with respect to ℓ and m on both sides of Eq. (4.2)
and using the doubly periodic boundary condition, one can easily prove that the total
surfactant mass in the scheme (4.2) is conserved. That is,

N1−1

∑
ℓ=0

N2−1

∑
m=0

Γn+1
ℓ+ 1

2 ,m+ 1
2

(Sαβ)
n+1
ℓ+ 1

2 ,m+ 1
2

∆α∆β=
N1−1

∑
ℓ=0

N2−1

∑
m=0

Γn
ℓ+ 1

2 ,m+ 1
2
(Sαβ)

n
ℓ+ 1

2 ,m+ 1
2
∆α∆β. (4.3)

Notice that, this conservation property in Eq. (4.2) is independent of the numerical scheme
for computing the quantities associated with the interfacial geometry and the artificial
tangential velocity such as E,F,G,Sαβ and V1,V2, respectively. In the next section, the
relative error of total surfactant mass versus time will be presented to verify the mass
conservation for various numerical experiments.

4.2 Time-stepping scheme

We here present how to march the Lagrangian markers Xn = X(n∆t) from time level n
to obtain Xn+1=X(n∆t+∆t) at time level n+1 with ∆t the time step size. In the present
IB method, the surfactant concentration Γn, the fluid velocity un, the pressure pn, and
the Lagrangian markers Xn are all given in advance, and from these variables we aim to
update Γn+1, un+1, pn+1, and Xn+1. The step-by-step numerical procedure can be done as
follows.

1. At the Lagrangian markers Xn
ℓm, we first compute the tension by σℓm = σ(Xn

ℓm) =
σ0(1−ηΓn

ℓm), and then compute the interfacial tension force

F(Xn
ℓm)dA(Xn

ℓm)=(∇sσℓm−2σℓmHℓmnℓm)dA(Xn
ℓm),

where the (tangential) Marangoni force density ∇sσℓm and the (normal) capillary
force density 2σℓmHℓmnℓm are obtained using the formulas written in earlier sec-
tions. The surface area element is computed by dA(Xn

ℓm)=(Sαβ)
n
ℓm∆α∆β.

2. Distribute the tension force acting on Lagrangian markers into the Eulerian grid by
using the smoothed Dirac delta function δh as

fn(x)=
N1−1

∑
ℓ=0

N2−1

∑
m=0

F(Xn
ℓm)δh(x−Xn

ℓm)dA(Xn
ℓm), (4.4)

where x=(x,y,z) is the Eulerian grid point. For δh(x)=
1
h3 φ
(

x
h

)
φ
( y

h

)
φ
(

z
h

)
, we em-

ploy the 4-point supported function φ developed in [50] to suppress spurious force
oscillations in IB method.
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3. Solve the Navier-Stokes equations by the second-order incremental pressure-correction
projection method in [18] as follows.

3u⋆−4un+un−1

2∆t
+2(un ·∇h)un−

(
un−1 ·∇h

)
un−1

=−∇h pn+
1

Re

[
λ∆u⋆−λ∆un+∇h ·

(
µ
(
∇hun+(∇hun)T

))]
+

fn

ReCa
,

∆h p⋆=
3

2∆t
∇h ·u⋆,

∂p⋆

∂n
=0 on ∂ΩD, u⋆=un+1 on ∂ΩD,

un+1=u⋆− 2∆t

3
∇h p⋆, ∇h pn+1=∇h p⋆+∇h pn− 2λ∆t

3Re
∆h(∇h p⋆),

where the discrete operators ∇h and ∇h· approximate the gradient and diver-
gence operators, respectively, using the second-order finite difference in stag-
gered grid. For the nonlinear terms, the skew-symmetric form is employed as
(u·∇h)u= 1

2 (u·∇h)u+ 1
2∇h(uu). The domain boundary is denoted by ∂ΩD. Here,

λ = µ−/µ+ is the viscosity contrast while the dimensionless viscosity can be de-
fined by µ=1+(λ−1)I(x) after the normalization using µ+. The indicator function
I(x)=1 in Ω− and zero elsewhere can be obtained by solving Poisson equation as
described in [45].

4. Once un+1 is determined in the Eulerian fluid points, we interpolate the fluid in-
terfacial velocity Un+1

ℓm =∑xun+1(x)δh(x−Xn
ℓm)h

3 in Eq. (3.1). In order to maintain
an equi-arclength distribution of updated Lagrangian markers, it requires to solve
the artificial velocities (V1)

n+1
ℓm and (V2)

n+1
ℓm in Eqs. (3.4) and (3.5), respectively. This

can be simply done using the fixed point iteration by taking V2 = 0 initially. The
error of tolerance is set to be h/100 so that only 2-3 iterations are needed in each
time step. (Note that, the magnitude of the error of tolerance affects only the accu-
racy of V1 and V2 here. Since the immersed boundary method is first-order accurate
in general, as long as we choose the error of tolerance as the same order of the
method accuracy, it has no significant effect on the surfactant and fluid variables
as a whole.) For the numerical integration in (3.4) and (3.5), the trapezoidal rule is
used. Therefore, the new Lagrangian markers can be updated by

Xn+1
ℓm =Xn

ℓm+∆t
(

Un+1
ℓm +(V1)

n+1
ℓm

(
τ

1
)n

ℓm
+(V2)

n+1
ℓm

(
τ

2
)n

ℓm

)
.

5. After computing (Sαβ)
n+1
ℓ+ 1

2 ,m+ 1
2

, we update surfactant concentration distribution

Γn+1
ℓ+ 1

2 ,m+ 1
2

using Eq. (4.2), and then apply the linear interpolation to obtain Γn+1
ℓm .

We summarize the implementing difficulties and differences for the numerical algo-
rithm between previous 2D [25,26] and the present 3D version as follows. Besides the
computational complexity of the fluid solver used, the significant differences fall into the
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handling of the interface (an evolving curve in 2D and an evolving surface in 3D) and
solving the surfactant equation on the corresponding interfaces. As discussed in Sec-
tion 3, to keep the interface mesh as equi-arclength distributed, two artificial tangential
velocity components must be determined in 3D rather than one component in 2D. The
modified surfactant equation in 3D involves solving convection-diffusion equation on
an evolving surface which is much more difficult to solve than in 2D case as we have
emphasized in the third paragraph of the Introduction. Here, we develop an explicit
scheme for the modified surfactant equation being able to save the computational cost
and to preserve the total surfactant mass exactly.

5 Numerical results

A series of numerical experiments is carried out in this section. Firstly, we examine the
effect and necessity of the equi-arclength Lagrangian mesh control developed in Section
3. We then check the rates of convergence for the velocity field, interfacial configuration,
and the surfactant concentration. Self-healing dynamics in quiescent flow with non-unity
viscosity contrast is investigated in detail and show qualitatively similar results with the
ones obtained in literature. Lastly, we study the two-layer fluids under Couette flow with
different physical parameters in detail. Throughout the paper, the velocity boundary
conditions in both x and y directions are set to be 2π periodic while in the z direction
is Dirichlet. Since the interface is parallel to x−y plane initially, the interface is also 2π
doubly periodic as described in the beginning of Section 4.

5.1 Effect of Lagrangian mesh control

As mentioned earlier, for a deforming surface with interfacial tension in fluid flows, the
underlying Lagrangian mesh will inevitably distort and consequently induce numerical
instability of computations. In this subsection, we check the performance and necessity of
the enforcement of the equi-arclength parametrization mesh control technique presented
in Section 3. The problem setup is the following. We assume the interface is flat initially
in the plane z=π with the initial surfactant concentration

Γ(α,β,0)=
1−tanh(20(2−r))

2
, (5.1)

where r is the distance of Lagrangian marker from the center (π,π,π). So the centered
region is almost surfactant free Γ ≈ 0, while the outside region is Γ ≈ 1, see Fig. 2(a) in
detail. The flow is quiescent so the only driving force to the fluid comes from the surface
tension. We also choose the same viscosity for the upper and lower fluids; that is, the
viscosity contrast λ = µ−/µ+ = 1. In this test, we use Re = 1, Ca = 0.01, Pes = 1, and
η = 0.8. We fix σ0 = 1 for all tests carried out in this paper. The grid size is 1283 in the
computational domain [0,2π]3 so the fluid mesh width is h = 2π/128. The number of
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Figure 2: The underlying Lagrangian mesh and the corresponding surfactant concentration at different times.
Left panel (without mesh control); right panel (with mesh control).

Lagrangian markers on the interface is 2562 so the Lagrangian mesh is ∆α = ∆β = h/2.
The time step size is chosen as ∆t=h/512.

Since the interface is flat and 2π doubly periodic, the only mechanism driving the
fluid dynamics is the inward Marangoni force due to surface tension gradient (thus sur-
factant concentration gradient). Fig. 2 shows the underlying Lagrangian mesh and the
corresponding surfactant concentration at different times in which the left panel is the
one without imposing equi-arclength mesh control while the right panel is the one with
mesh control. One can immediately see from Fig. 2(c) and (e) that the grid lines distort
significantly and eventually the computation breaks down at t=0.063, see the erroneous
value scale. However, for the results with mesh control in Fig. 2(d) and (f), the Lagrangian
mesh remains uniformly and the surfactant undergoes uniform spreading on the flat in-
terface.
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Figure 3: The plots of arclength |Xα|∆α. (a)-(d) correspond to Fig. 2(c)-(f), respectively. The straight red line
is the initial uniform arclength.

Fig. 3 shows the corresponding plots of the arclength |Xα|∆α for each α-directed curve
at some selected times, in which (a)-(d) correspond to Fig. 2(c)-(f). We can clearly see that
the arclength in the vicinity of the circular border of surfactant-free region varies consid-
erably and its deviation becomes significant as time evolves as shown in Fig. 3(a) and (c),
while the arclength is a nearly constant (overlapped with solid red lines) in Fig. 3(b) and
(d).

Fig. 4(a) depicts the fluid velocity field (u,v) on the plane z = π corresponding to
Fig. 2(d) which indeed shows the Marangoni force driving the fluid motion inwardly.
Fig. 4(b) depicts the velocity (u,w) on the plane y=π in which one can see the circulatory
motion appears. The corresponding streamline of Fig. 4(b) is shown in (c) to demon-
strate the interface keeps flat as initially so no penetration flow occurs (normal velocity
approximates to zero numerically). Fig. 4(c) also shows that the fluid leakage across the
interface is negligible as long as the number of Lagrangian markers and the time step size
are chosen appropriately.

5.2 Convergence study

In this subsection, we perform a convergence study of the present numerical method
with respect to fluid velocity, Lagrangian marker, and surfactant concentration. The di-
mensionless parameters are also chosen by Re = 1, Ca = 0.01, Pes = 1, and η = 0.8. The
viscosity contrast is set by λ=2, which will consequently lead to interface deformation.
We set the time step size by ∆t= h/256. For the computational domain [0,2π]3, we use
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Figure 4: At t=0.063 with mesh control corresponding to Fig. 2(d). (a) the velocity field on the plane z=π; (b)
the velocity field on the plane y=π; (c) the circulatory streamline corresponding to (b) with the flat interface
at z=π. The color represents the stream function magnitude.

four different Cartesian grid sizes N= 32,64,128,256 to estimate the convergence rate of
the variables. In the interface discretization, as we double the grid size N, we increase
the number of Lagrangian markers by a factor of four accordingly. As previous exam-
ple, the initial interface is a flat plane and the initial distribution of surfactant is given by
Γ(α,β,0)=(1−tanh(20(2−r)))/2, where r is defined as in previous example. The resul-
tant motion up to t= 2.4 are similar to the inward spreading of surfactant illustrated in
Figs. 6 and 7(a).

Table 1 exhibits the rates of convergence of the velocity components u=(u,v,w), the
interfacial marker X, and the surfactant concentration Γ at two different times t=1.5 and
t= 2.4, respectively. In this test, the analytic solution is not known, so we compute the
convergence rate by estimating the two successive errors as

Rate= log2(‖uN−u2N‖∞/‖u2N−u4N‖∞).

The error ‖uN−u2N‖∞ is the maximum absolute difference of the numerical solutions
for the grid N and the grid 2N. The rates for other variables are defined in a similar
manner. One can see from Table 1 that the average rate is around one for all variables
indicating that our numerical scheme is roughly first-order accurate. This supports that
the IB method is generally first-order accurate.
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Table 1: Convergence rates of the fluid velocity u= (u,v,w), the Lagrangian markers X, and the surfactant
concentration Γ at time t=1.5 and 2.4.

N ‖uN−u2N‖∞ Rate ‖vN−v2N‖∞ Rate ‖wN−w2N‖∞ Rate

t=1.5

32 5.112E-02 - 5.734E-02 - 4.694E-02 -

64 2.463E-02 1.05 2.758E-02 1.06 1.933E-02 1.28

128 1.181E-02 1.06 1.287E-02 1.10 8.954E-03 1.11

t=2.4

32 3.302E-02 - 3.472E-02 - 2.109E-02 -

64 1.219E-02 1.44 1.300E-02 1.42 8.910E-03 1.24

128 5.792E-03 1.07 5.981E-03 1.12 4.433E-03 1.01

N ‖XN−X2N‖∞ Rate ‖ΓN−Γ2N‖∞ Rate

t=1.5

32 9.935E-02 - 1.601E-02 -

64 5.581E-02 0.83 5.973E-03 1.42

128 2.863E-02 0.96 2.635E-03 1.18

t=2.4

32 1.061E-01 - 1.028E-02 -

64 5.654E-02 0.91 3.674E-03 1.48

128 2.875E-02 0.98 1.559E-03 1.24

Fig. 5(a) shows the time evolutional plots for maximum amplitude of the interface
in the z-direction for four cases of N = 32,64,128, and 256. Throughout this paper, the
maximum amplitude of the interface indicates the difference between the highest and
lowest position coordinates in z-direction. Obviously the maximum amplitude profile
has a tendency to converge as the grid number increases. In Fig. 5(b), the relative error of
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Figure 5: (a) The maximum amplitude of the deforming interface in the z-direction; (b) the relative error of
total surfactant mass.
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total surfactant mass ∑ΓdA is shown for all cases to verify the exact conservation of the
total mass. Here, the relative error at time level n is defined by

error=

(

∑
ℓ,m

Γn
ℓ+ 1

2 ,m+ 1
2
(Sαβ)

n
ℓ+ 1

2 ,m+ 1
2

/
∑
ℓ,m

Γ0
ℓ+ 1

2 ,m+ 1
2
(Sαβ)

0
ℓ+ 1

2 ,m+ 1
2

)
−1 (5.2)

referring to Eq. (4.3). One can see that the relative error is within machine accuracy which
indicates that our scheme preserves the total surfactant mass exactly.

5.3 Self-healing dynamics

In this subsection, we study the self-healing motion [42] for a deforming interface driven
by surfactant spreading inwardly and outwardly in quiescent flow. For all runs, the
stresses on the interfacial fluid are generated by surfactant concentration gradients, thus
the surrounding fluid moves inducing the surfactant transport. The inward and outward
spreadings are dependent on the initial condition of surfactant distribution. In order to
obtain similar qualitative results observed in [42], we here choose parameters Ca= 0.1,
Pes = 1000, and η = 0.5. The Reynolds number is chosen by Re = 10−5 to be in Stokes
regime. The viscosity contrast is λ= 2, where the lower layer fluid is slightly more vis-
cous than the upper one. The fluid mesh size is 1283 in the computational domain [0,2π]3.

5.3.1 Inward spreading of surfactant

We study the interfacial deformation due to inward spreading of surfactant whose ini-
tial concentration on a flat interface located at z = π/10 is Γ= (1−tanh(20(1.8−r)))/2
as shown in Fig. 6(a). When t=0, the surfactant exists outside the circle with radius 1.8
measured from the interfacial center and, as time evolves, it spreads inwards. As ob-
served in Fig. 6(b), an annular ridge is developed as the interfacial fluid is pulled by the
surfactant transport into the clean inner region. The fluid ridge then deforms into a single
peaked shape in Fig. 6(c), and eventually the interface undergoes a relaxation as depicted
in Fig. 6(d). The color on the deforming interface indicates the surfactant concentration
Γ showing its maximum and minimum at the color-bar. It is worth mentioning that the
present results in Fig. 6 show a good preservation of the symmetric structure during the
simulation.

In Fig. 7(a), some sectional views at y=π of the interfacial profile at different times are
plotted. As discussed above, the initial flat interface is deformed to the annular ridge, and
then this structure coalesces into a central peak. The corresponding distributions of sur-
factant concentration are shown in Fig. 7(b) in which the surfactant-free region becomes
narrower as time evolves. Fig. 7(c) shows the time evolutional plot of the maximum
amplitude of the deforming interface which shows the relaxation of interface. Fig. 7(d)
shows the relative error of total surfactant mass during the time evolution. Once again,
the total surfactant mass conservation is confirmed.
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Figure 6: Interfacial deformations due to inward spreading of surfactant at different times. The color represents
the surfactant concentration Γ.
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Figure 7: Inward spreading of surfactant. (a) the sectional view of evolving interface at y= π; (b) the cor-
responding surfactant concentration Γ on those curves in (a); (c) the time evolutional plot of the maximum
amplitude of the deforming interface in the z-direction; (d) the relative error of total surfactant mass.
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In our results of this inward spreading dynamics, the evolution of the interface and
surfactant distribution are quite qualitatively comparable to that of observed using dif-
ferent equation of state in [39], although we use the linear equation of state (2.5). There
is another difference that we solve the Navier-Stokes equations while the authors in [39]
solve a modified thin film equation. Further studies in the future are needed for better
understanding of this physical phenomenon.

5.3.2 Outward spreading of surfactant

We next study the interfacial deformation due to outward spreading of surfactant whose
initial concentration on a flat interface located at z=π/10 is Γ=(1+tanh(20(1.8−r)))/2
shown in Fig. 8(a). Unlike the previous one, the surfactant now is initially confined in the
circle with radius 1.8 and then spreads outwards. In Fig. 8(b), an outward-spreading an-
nular ridge is observed as the interfacial fluid is pushed by the surfactant transport into
the outer clean region. In contrast to inward spreading, the fluid ridge is not coalesced
into a single central peaked shape but maintains the ridge structure for quite a long time
as shown in Fig. 8(c). As in previous case, Fig. 9(a)-(d) show the sectional view of evolv-
ing interface at y=π, the corresponding surfactant concentration Γ, the time evolutional
plot of the maximum amplitude of the deforming interface in the z-direction, and the
relative error of total surfactant mass, respectively. One can see in Fig. 9(b), the surfactant

Figure 8: Interfacial deformations due to outward spreading of surfactant at different times. The color represents
the surfactant concentration Γ.
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Figure 9: Outward spreading of surfactant. (a) the sectional view of evolving interface at y = π; (b) the
corresponding surfactant concentration Γ on those curves in (a); (c) the time evolutional plot of the maximum
amplitude of the deforming interface in the z-direction; (d) the relative error of total surfactant mass.

indeed spreads outwardly as time evolves. In Fig. 9(c), the maximum amplitude of the
interface shows a slow decay of the fluid ridge and this decay rate is smaller than that
of inward spreading shown in Fig. 7(c). This result is also qualitatively comparable with
the one found in [39]. The relative error of total surfactant mass shown in Fig. 9(d) is still
within the machine accuracy.

5.4 Two-layer fluids in Couette flow

In order to further validate our present method, we simulate the dynamics of two-layer
fluids in Couette flow with surfactant. With the presence of insoluble surfactant along the
interface, the resultant dynamics generate complex interfacial behaviors such as wave
propagation of the interface. A recent review on this thin film problem can be found
in [8]. As shown in Figs. 11(a) and 12(a), the initial layer is perturbed from a flat plane by
finite amplitude sinusoidal waves as X=

(
α,β,2π/10+0.1∑

3
k=1(sinkαsinkβ)

)
in [0,2π]3.

To impose a Couette flow, the Dirichlet boundary condition of u = (z,0,0) is enforced
only in the z-direction while other boundary conditions remain fully periodic. The initial
surfactant concentration is uniformly distributed by Γ=0.5. In this simulation, we aim to
investigate the surfactant effect (with or without surfactant) on the maximum amplitude
of the interface when the capillary number Ca varies. The other parameters are set by
Pes = 1000, Re = 1, λ= 4, and ∆t = h/32. All numerical results are obtained up to time
t=50.
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Figure 10: Two-layer fluids in Couette flow. The time evolutional plots of the interface maximum amplitudes
for different capillary numbers Ca=0.2,0.4,0.6. The parameter η=0 represents the case of without surfactant
while η=0.5 represents the one with surfactant.

Figure 11: In the presence of surfactant (η=0.5,Ca=0.6), the initially perturbed interface under Couette flow
tends to amplify and develops into a wavy surface. The color represents the surfactant concentration Γ.

We vary Ca from 0.2 to 0.6 to study how the different capillary number affects the
interfacial deformation. Fig. 10 shows the time evolutionary plot of the maximum am-
plitude of the interface for different capillary numbers. One can see that, in the begin-
ning, all the maximum amplitudes tend to decrease significantly, but for the ones with
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Figure 12: In the absence of surfactant (η = 0,Ca= 0.6), the initially perturbed interface under Couette flow
tends to damp out and becomes a flat surface eventually.

surfactant (η=0.5) and higher capillary number (Ca=0.4,0.6), the maximum amplitude
increases at some time indicating an unstable interface occurs. For the case η = 0.5 and
Ca=0.2, the maximum amplitude keeps decreasing just like the ones without surfactant
(η=0). Fig. 11 shows the interface profile and the corresponding surfactant concentration
at different times for the case of η = 0.5 and Ca= 0.6, while Fig. 12 shows the interface
profile for the case of η=0 and Ca=0.6. One can clearly see that without the surfactant,
the finite interfacial perturbation tends to damp out eventually, while with the surfactant,
the interface amplitude amplifies. Furthermore, during the time evolution, a wavy inter-
face appears in both cases as we can see from Fig. 13(a) and (b) which are the sectional
views of the interfaces for Fig. 11 and Fig. 12, respectively. Thus, we can conclude that
the surfactant indeed plays an important role in the interfacial stability under Couette
flow.

6 Conclusions and future work

In this paper, we have proposed a three-dimensional immersed boundary method for
interfacial flows with insoluble surfactant. We enforce an equi-arclength parametrization
on the interface by adding two artificial tangential velocity to the Lagrangian marker
velocity so that the surface Lagrangian mesh can be uniformly distributed in numerical
computations without any re-meshing. With this mesh-control technique, the computa-
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Figure 13: The sectional views of interface with fixed y=π/2 at different times. (a) and (b) correspond to
Figs. 11 and 12, respectively.

tions are stable up to long time simulations. Meanwhile, under this new parametrization,
the surfactant concentration equation is modified accordingly. And we develop a conser-
vative scheme to solve the modified surfactant equation so that the total surfactant mass
is conserved numerically. We have performed a series of numerical tests to validate our
present scheme. In the future, we plan to extend our current method to handle the case
of compact interfaces such as a droplet, and to the soluble surfactant case as well.
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