4.5. Tensor Product (conti.)

We assumeR = R

Fact:If ey, es, ..., es are linear independent in the R-module M and ny,ns,...,ns € N s.t.
eL®n;+e®@ng+ -+ e @ng =0, then ny =ny = -+ =n, = 0(Theorem 5.11)

(If write element in M x N as a sum of e;®@n;,there is no way to reduce the length of the sum.)

Theorem. {e;}, is a basis of M and {f;}}_, is a basis of N
= {e; ® f;} is a basis of M @ N

Proof. Span:
Pick any m xn € M ®r N.
Suppose
a b
m = Zciei and n = Z d;f;
i=1 j=1
Then

M®N = (Z Ci6i) X (Z djfj) = chidjei ® fj

Linear independent:

Suppose
Z cije; @ f; =0
2%
Then
2 Cye)® f;=0
i
Hence

Zczjei =0 for all j

Thus c;; = 0 for all j
for all + J
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R, ® Ry has dimension ab with basis e; @ f;j.
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