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- What kind of representations do we know?
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So we are now looking at homomorphisms
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$$
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- Given a representation $\rho$ of $G$ on a vector space $V$ over a field $k$.
- We can make $V$ into a $G$-module by defining:
$g \cdot v:=\rho(g) v, \quad g \in G ; v \in V$.
- Conversely given a $G$-module $V$ we can define a representation $\rho$ of $G$ on $V$ by defining:
$\rho(g)(v):=g \cdot v, \quad g \in G ; v \in V$.
- So the notion of representation of $G$ is the SAME as the notion of a $G$-module.
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A Lie superalgebra $L$ is a $\mathbb{Z}_{2}$-graded space, i.e. $L$ is a direct sum of two vector spaces

$$
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Above the formulas give the way the elements $\alpha_{m}$ acts on a polynomial in $\mathbb{C}\left[x_{1}, x_{2}, \cdots\right]$, for example

$$
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- Let us construct representations of $\mathcal{H}$ :

Let $\mathbb{C}\left[x_{1}, x_{2}, x_{3}, \cdots\right]$ be the polynomial ring in infinitely many variables $\left\{x_{1}, x_{2}, x_{3}, \cdots\right\}$.

For any fixed complex number $\lambda \in \mathbb{C}$ define an $\mathcal{H}$-module (and hence a representation of $\mathcal{H}$ ) by the formulas:

$$
\begin{gathered}
\alpha_{-m}:=m x_{m}, \quad m>0, \\
\alpha_{m}:=\frac{\partial}{\partial x_{m}}, \quad m>0, \\
\alpha_{0}:=\lambda .
\end{gathered}
$$

Above the formulas give the way the elements $\alpha_{m}$ acts on a polynomial in $\mathbb{C}\left[x_{1}, x_{2}, \cdots\right]$, for example

$$
\alpha_{1} \cdot x_{1}=1 ; \quad \alpha_{-1} x_{1}=x_{1}^{2} ; \quad \alpha_{0} x_{1}=\lambda x_{1} .
$$

This way we obtain a one-parameter family of $\mathcal{H}$-modules, which we will denote by

$$
V_{\lambda}, \quad \lambda \in \mathbb{C}
$$
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We need to find a way to have $\alpha_{m}$ act on $\mathcal{F}$, for all $m \in \mathbb{Z}$, in a way compatible with the Lie bracket of $\mathcal{H}$.

Let us define the normal ordering : .. : of two $\psi$ operators by

$$
\begin{aligned}
& : \psi_{r}^{ \pm} \psi_{s}^{ \pm}:=-\psi_{s}^{ \pm} \psi_{r}^{ \pm}, \quad \text { if } s<0 \text { and } r>0 \\
& : \psi_{r}^{ \pm} \psi_{s}^{ \pm}:=\psi_{r}^{ \pm} \psi_{s}^{ \pm}, \quad \text { otherwise }
\end{aligned}
$$

Similarly define the normal ordering : .. : of two $\alpha$ operators by

$$
\begin{array}{ll}
: \alpha_{m} \alpha_{n}:=\alpha_{n} \alpha_{m}, & \text { if } n<0 \text { and } m>0, \\
: \alpha_{m} \alpha_{n}:=\alpha_{m} \alpha_{n}, & \text { otherwise } .
\end{array}
$$
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$$
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\end{aligned}
$$
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\alpha(z)=: \psi^{+}(z) \psi_{-}(z):
$$

The statement above means the following:
If we write $A(z)=: \psi^{+}(z) \psi^{-}(z)$ : by collecting all the powers of $z$, then $A(z)=\sum_{m \in \mathbb{Z}} A_{m} z^{-m-1}$. The statement simply means that

$$
\left[A_{m}, A_{n}\right]=A_{m} A_{n}-A_{n} A_{m}=m \delta_{m+n, 0} \cdot 1
$$

Hence if we let $\alpha_{m}$ act by $A_{m}$ and 1 act by 1 , then $\mathcal{F}$ is a representation of $\mathcal{H}$.

- Note that $A_{m}$ is always a sum of infinitely many operators. Let us write down for example

$$
A_{0}:=\sum_{r \in \frac{1}{2}+\mathbb{Z}}: \psi_{r}^{+} \psi_{-r}^{-}:=\alpha_{0}
$$
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- The Fock space $\mathcal{F}$ as a $\mathcal{H}$-module is decomposed as follows:

$$
\mathcal{F}=\bigoplus_{\lambda \in \mathbb{Z}} V_{\lambda} .
$$

We know from earlier that, when thinking of $V_{\lambda}$ as an $\mathscr{H}$-module, we can think of it as $\mathbb{C}\left[x_{1}, x_{2}, \cdots\right]$.

So in $V_{\lambda}$ there is a vector corresponding to $1 \in \mathbb{C}\left[x_{1}, x_{2}, \cdots\right]$.
We can write the formula for this vector in $\mathcal{F}$, which we denote by $|\lambda\rangle$ :

$$
\begin{array}{ll}
|\lambda\rangle=|0\rangle, & \lambda=0 \\
|\lambda\rangle=\psi_{-\lambda+\frac{1}{2}}^{+} \cdots \psi_{-\frac{1}{2}}^{+}|0\rangle, & \lambda>0 \\
|\lambda\rangle=\psi_{\lambda+\frac{1}{2}}^{-} \cdots \psi_{-\frac{1}{2}}^{-}|0\rangle, & \lambda<0 .
\end{array}
$$

- Another interesting operator is the following.
- Another interesting operator is the following.
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- Another interesting operator is the following.

Define $L(z):=\sum_{m \in \mathbb{Z}} L_{m} z^{-m-2}$, where $L(z):=\frac{1}{2}: \alpha(z) \alpha(z):$.
Take out the coefficient of $z^{-2}$, which is

$$
L_{0}=\frac{1}{2} \sum_{m \in \mathbb{Z}}: \alpha_{m} \alpha_{-m}: .
$$

- Another interesting operator is the following.

Define $L(z):=\sum_{m \in \mathbb{Z}} L_{m} z^{-m-2}$, where $L(z):=\frac{1}{2}: \alpha(z) \alpha(z):$.
Take out the coefficient of $z^{-2}$, which is

$$
L_{0}=\frac{1}{2} \sum_{m \in \mathbb{Z}}: \alpha_{m} \alpha_{-m}:
$$

- The following formulas are needed later on:

$$
\begin{aligned}
& {\left[L_{0}, \alpha_{n}\right]=-n \alpha_{n}} \\
& {\left[L_{0}, \psi_{r}^{ \pm}\right]=-r \psi_{r}^{ \pm}} \\
& {\left[\alpha_{0}, \psi_{r}^{ \pm}\right]= \pm \psi_{r}^{ \pm}}
\end{aligned}
$$
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How can we write down all this information in a short way?
Here is one: Let $x$ be a formal symbol and write the expression

$$
\operatorname{Tr}\left(x^{T}\right):=\sum_{\mu} \operatorname{dim} W_{\mu} x^{\mu} .
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The reason to call the above expression Trace of $x^{T}$ is because if we think of $x^{T}$ acting on $W_{\mu}$ as $x^{\mu}$, then the expression is precisely the trace of $x^{T}$ on $W$ !
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- The bosonic Fock space $V_{\lambda}$ has a basis of the form
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\alpha_{m_{k}} \cdots \alpha_{m_{1}}|\lambda\rangle,
$$

where there are repetitions of the $\alpha_{m_{i}}$ are allowed and $m_{i}<0$.
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