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Abstract
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Let $G$ be a simple graph with vertex set $V(G)=[n]=\{1,2, \ldots, n\}$ and edge set $E(G)$. The minimum rank $m(G)$ of $G$ is the minimum possible rank of an $n$ by $n$ symmetric matrix $A$ whose $i j$-th entry is not zero if and only if $i j \in E(G)$, where $i, j$ are distinct. For $m<n$, a graph $G$ with vertex set $[n]$ is called a mountain based on $[m]$ if $G$ satisfies
(i) the subgraph of $G$ induced on $\{1,2, \ldots, m\}$ is a path which is partitioned into a few closed segments;
(ii) each segment is assigned a unique vertex in $[n] \backslash[m]$ which has at least two neighbors in the closed segment; and
(iii) all edges of $G$ are either described in (i) or in (ii).

In the thesis we show that a mountain based on $[m]$ has minimum rank $m-1$.
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## 1 Introduction

The study of matrices associated with a graph $G$ gives a connection between Linear Algebra and Graph Theory, in which many mathematical theories have their combinatorial realizations and vice versa. The thesis studies ranks of matrices associated with graphs and their combinatorial interpretations.

All the graphs considered in this thesis are simple of order $n$. For a graph $G$, we use $E(G)$ as its edge set and $V(G)$ as its vertex set, usually $V(G)=[n]=\{1,2, \cdots n\}$. For an $n \times n$ real symmetric matrix $A, \Gamma(A)$ represents the graph such that $i j \in E(\Gamma(A))$ if and only if the $i j$-th entry of $A$ is not zero, where $i \neq j$. A real symmetric matrix $A$ is then said to be associated with the graph $\Gamma(A)$. The minimum rank of $G$, denoted by $m(G)$, is defined to be the integer

$$
m(G)=\min \{\operatorname{rank}(A): \Gamma(A)=G\}
$$

$$
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$$

where the minimum is taking for all $n \times n$ symmetric matrices $A$.
The minimum rank of $G$ is related to the maximum nullity of $G$, denoted by

$$
M(G)=\max \{\operatorname{nullity}(A): \Gamma(A)=G\}
$$

It's clear that the following equation holds for any graph $G$ :

$$
\begin{equation*}
m(G)+M(G)=n \tag{1}
\end{equation*}
$$

Since $\Gamma(A)=\Gamma(A+\lambda I)=G, M(G)$ is also the maximum multiplicity of eigenvalues of a matrix associated with $G$.

The number $m(G)$ also has combinatorial meanings. In [1], Ping-Hong Wei, Chih-wen Weng showed that if $G$ is a tree, which is a connected graph satisfies
$|V(G)|-1=|E(G)|$, then $|E(G)|-m(G)$ is equal to the minimum size of edge subset $S$ whose deletion will yield a graph with each vertex of degree 1 or 2. In [8], the AIM Minimum Rank - Special Graphs Work Group defined color-change rule, derived coloring and zero-forcing set of a graph:
(i) color-change rule: let $G$ be a graph with each vertex colored either white or black. If $u$ is a black vertex of $G$, and it has exactly one neighbor $v$ which is white, then change the color of $y$ to black.
(ii) derived coloring: for a coloring of $G$, derived coloring is the result of applying the color-change rule until that no more vertex $u$ is a black vertex of $G$ with exactly one neighbor white.
(iii) zero-forcing set: a zero-forcing set $Z$ for a graph $G$ is a subset of $V(G)$ such that if initially the vertices in $Z$ are colored black and the remaining vertices are colored white, then the derived coloring is all black.

The minimum size of a zero-forcing set of $G$ is denoted by $Z(G)$. Also in [8], they showed that $M(G) \leq Z(G)$.

We will compute the minimum rank of a special class of graphs which have order $n$ and there exists an integer $2 \leq m<n$, such that the induced subgraph on vertex set $[m]$, $[n] \backslash[m]$ has edge set $\{i(i+1) \mid 1 \leq i \leq m-1\}, \emptyset$, respectively. Moreover, there exists a
sequence of integers $1=t_{0}<t_{1}<t_{2}<\ldots<t_{k-1}<t_{k}=m$ and a function
$f:[k] \mapsto[n] \backslash[m]$ such that for $1 \leq j<i \leq k, f(j) \neq f(j+1),\left|\left[t_{i-1}, t_{i}\right] \cap G(f(i))\right| \geq 2$ and $\sum_{i=1}^{k}\left|\left[t_{i-1}, t_{i}\right] \cap G(f(i))\right|=|E(G)|-m+1$, where $G(f(i))$ be the set of neighbors of $f(i)$.

See Definitions 4.4, 4.7 for a detailed description. In the end of this thesis, we show that a mountain $G$ based on $[m]$ has minimum rank $m(G)=m-1$ and minimum size $Z(G)=n-m+1$ of a zero-forcing set of $G$.

The thesis is organized as follows. In the second section, Preliminaries, we define the notations, operations for graphs, matrices which we will use in the thesis. The third section, Known Results introduces the known theorems and the provide their proof. The difference of minimum rank between a graph $G$ and a graph obtained from $G$ by deleting a vertex is investigated. At the end of this section, we prove an inequality about the maximum rank and zero-forcing set of a graph. In the last section Our Results, we introduce a class of graphs, called mountains. We also compute the minimum rank and the minimum size of a zero-forcing set of a mountain based on $[m]$ in this section, where $m$ is a positive integer. At the end of the thesis, we give examples about the construction of a matrix associated with a fixed mountain, which has rank equal to the minimum rank of the mountain.

## 2 Preliminaries

In this section, we introduce notations we will use in this thesis.

### 2.1 Graphs

The three graphs $K_{n}, P_{n}$ and $C_{n}$ with vertex set $[n]=\{1,2, \ldots, n\}$ and edge set defined in the following table will be used implicitly throughout the thesis.


Let $G, G^{\prime}$ be two vertex-disjoint graphs and $x, z \in V(G), y \in V\left(G^{\prime}\right)$. We adopt the following graph operations.

1. $x \sim z$ means $x$ is a neighbor of $z$.
2. $G(x)$ denotes the set of the neighbors of the vertex $x$ in $V(G)$.
3. $G-x$ denotes the induced subgraph of $G$ with vertex set $V(G) \backslash\{x\}$.
4. $G+{ }_{x y} G^{\prime}$ denotes the coalescence of $G$ and $G^{\prime}$ through the vertices $x, y$ respectively, which by definition is a simple graph obtained from the disjoint union of $G$ and $G^{\prime}$ by identifying the vertex $x$ from $G$ and the vertex $y$ from $G^{\prime}$.

### 2.2 Matrices

The matrices considered in the thesis are all symmetric over the real number field $\mathbb{R}$. We use the following notations with a square matrix of size $n \times n A$, a column vector $x \in \mathbb{R}^{n}$, and subsets $X, Y$ of $\mathbb{N}$.

1. $\left\{e_{1}^{(k)}, e_{2}^{(k)}, \ldots, e_{k}^{(k)}\right\}$ is the standard basis of $\mathbb{R}^{k}$, where $k \in \mathbb{N}$. If $k=n$, then we just write as $\left\{e_{1}, e_{2} \ldots, e_{n}\right\}$.
2. $\operatorname{supp}(x):=\{i \in \mathbb{N} \mid$ the $i$-th entry of $x$ is not zero $\}$.
3. $\operatorname{rank}(A)$ is the $\operatorname{rank}$ of $A$.
4. $\operatorname{cs}(A):=\left\{A u \mid u \in \mathbb{R}^{n}\right\}$ is the column space of $A$.
5. $\operatorname{rs}(A):=\left\{u^{T} A \mid u \in \mathbb{R}^{n}\right\}$ is the row space of $A$.
6. $\mathrm{ns}(A):=\left\{x \mid x \in \mathbb{R}^{n}, A x=0\right\}$ is the nullspace of $A$.
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7. $A(X \mid Y)$ denotes the submatrix of $A$ obtained by deleting the $p$-th row and the $q$-th column of $A$, for all $p \in X, q \in Y$. If $X=Y$, then we just write $A(X)$.
8. $A[X \mid Y], A(X \mid Y]$ and $A[X \mid Y)$ denote the submatrices $A([n] \backslash X \mid[n] \backslash Y), A(X \mid[n] \backslash Y)$ and $A([n] \backslash X \mid Y)$ respectively and replacing $X, Y$ by " - " means that we don't delete any row or column respectively, i.e. $A[-\mid Y]=A(\emptyset \mid Y]$.

For simple illustration, $A$ has the form

$$
A=\left[\begin{array}{cc}
A[1] & A[1 \mid 1) \\
A(1 \mid 1] & A(1)
\end{array}\right]
$$

It is easy to see that

$$
\operatorname{rank}(A)-2 \leq \operatorname{rank}(A(1)) \leq \operatorname{rank}(A)
$$

### 2.3 Matrices associated with graph $G$

For an $n \times n$ symmetric matrix $A=\left(a_{i j}\right), \Gamma(A)$ is the graph with vertex set $[n]$ such that for distinct $i$ and $j, i j \in E(\Gamma(A))$ if and only if $a_{i j} \neq 0$. We said that $A$ is associated with $\Gamma(A)$.

Example 2.1. The $4 \times 4$ matrix $A$ in Figure 1 is associated with $\Gamma(A)$.


Figure 1. A symmetric matrix and its associated graph.

Note that the diagonal entries of $A$ do not need to be 0 .

## 3 Known Results

We shall introduce known properties of symmetric matrices in this section for later use.

### 3.1 Minimum ranks of the paths

Lemma 3.1. Let $A$ be an $n \times n$ symmetric matrix. If $\Gamma(A)=P_{n}$, then $\operatorname{rank}(A)=n$ or $n-1$. Moreover the following are equivalent.
(i) $\operatorname{rank}(A)=n-1$;
(ii) $e_{1}^{T} \notin \mathrm{rs}(A)$;
(iii) $\operatorname{rank}(A)=\operatorname{rank}(A(1))$.

Proof. Let $A$ be an $n$ by $n$ symmetric tridiagonal matrix such that $\Gamma(A)=P_{n}$ as the following


Thus $b_{i}$ 's are non-zero real numbers. Then $\operatorname{rank}(A) \geq n-1$, since the first $n-1$ columns are linearly independent.

For (i) implying (ii), suppose $e_{1}^{T} \in \operatorname{rs}(A)$. Since the first row of $A$ is $a_{1} e_{1}^{T}+b_{1} e_{2}^{T}$ with $b_{1} \neq 0$, we have $e_{2}^{T} \in \operatorname{rs}(A)$. As we prove $e_{1}^{T}, e_{2}^{T}, \ldots, e_{i}^{T} \in \operatorname{rs}(A)$, we have $e_{i+1}^{T} \in \operatorname{rs}(A)$ for $2 \leq i \leq n-1$, since the $i$-th row of $A$ is $b_{i-1} e_{i-1}^{T}+a_{i} e_{i}^{T}+b_{i} e_{i+1}^{T}$ and $b_{i} \neq 0$, This proves $\operatorname{Span}\left(e_{1}^{T}, e_{2}^{T}, \ldots, e_{n}^{T}\right) \subseteq \mathrm{rs}(A)$. Hence $\operatorname{rank}(A)=n$.

For (ii) implying (iii), if $e_{1}^{T} \notin \operatorname{rs}(A)$, then $\operatorname{rank}(A) \neq n$. Thus $\operatorname{rank}(A)=n-1$. Since $b_{i}$ 's
are non-zero real numbers, $\operatorname{rank}(A(1 \mid-))=\operatorname{rank}(A)=n-1$. This implies $e_{1}^{(n-1)} \in \operatorname{cs}(A)$ and so $\operatorname{rank}(A(1 \mid-))=\operatorname{rank}(A(1))$.

For (iii) implying $(i), \operatorname{rank}(A)=n-1$, since $n-1 \leq \operatorname{rank}(A)=\operatorname{rank}(A(1)) \leq n-1$.

Example 3.2. The following two matrices $A_{n}, A_{n}^{\prime}$ satisfy $\Gamma\left(A_{n}\right)=\Gamma\left(A^{\prime}\right)=P_{n}$ :


Let $v=\left[1,-1,1, \ldots,(-1)^{n-1}\right]^{T}$. Then $A_{n} v=0, A_{n}^{\prime} v=e_{1}$. This implies $\operatorname{rank}\left(A_{n}\right)=n-1$, and $\operatorname{rank}\left(A_{n}^{\prime}\right)=n$ by Lemma 3.1.
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Lemma 3.3. If $H$ is an induced subgraph of $G$, then $m(H) \leq m(G)$.

Proof. Since for any matrix $A$ such that $\Gamma(A)=G$, the submatrix $A[V(H)]$ is associated with $H$ and $\operatorname{rank}(A[V(H)]) \leq \operatorname{rank}(A)$. This implies $m(H) \leq m(G)$.

The following Theorem shows that $P_{n}$ is the unique graph with minimum rank $n-1$ among graphs of order $n$.

Theorem 3.4. ([3, Theorem 2.8.]) Let A be a symmetric matrix of order $n$. Then the following (i)-(ii) are equivalent.
(i) $\operatorname{rank}(A+D) \geq n-1$ for any diagonal matrix $D$;
(ii) $\Gamma(A)=P_{n}$.

Now we can determine the minimum rank of a graph which has an induced subgraph $P_{n-1}$.

Proposition 3.5. If $G$ is not a path and $G$ contains an induced subgraph $P_{n-1}$, then $m(G)=n-2$.

Proof. Since $P_{n-1}$ is an induced subgraph of $G, m(G) \geq m\left(P_{n-1}\right)=n-2$. By theorem 3.4, $m(G) \leq n-2$. Thus $m(G)=n-2$.

### 3.2 Compute the minimum rank by deleting a cut vertex

For a graph, if the edge set of the graph is as small as possible, then the matrices
associated with the graph have more zero entries, and it may be easier to determine the minimum rank of the graph. Now we consider a connected graph $G$ with a cut vertex, which by definition is a vertex whose deletion will make two or more components. Then the matrix associated with the graph is of the following form:

$$
\left[\begin{array}{lll}
A & a & 0  \tag{3}\\
a^{T} & c & b^{T} \\
0 & b & B
\end{array}\right],
$$

where $A, B$ are real symmetric matrices, $a, b$ are column vectors with proper sizes, and $c \in \mathbb{R}$. Then we may discuss the rank of the matrix by discussing the ranks of the submatrices $\left[\begin{array}{ll}A & a \\ a^{T} & c\end{array}\right]$ and $\left[\begin{array}{ll}c & b^{T} \\ b & B\end{array}\right]$.

Proposition 3.6. Let $G$, $H$ be two graphs, and $x \in V(G), y \in V(H)$. Then the following are equivalent.
(i) $m\left(G+{ }_{x y} H\right)=m(G-x)+m(H-y)$;
(ii) $m(H)=m(H-y)$ and $m(G)=m(G-x)$.

Proof. If $m(H)=m(H-y)$ and $m(G)=m(G-x)$, then there exists a matrix $A_{G}$ with $\operatorname{rank} m(G)=\operatorname{rank}\left(A_{G}\right)=\operatorname{rank}\left(A_{G}(x)\right)$, also for graph $H$, vertex $y$ and matrix $A_{H}$. Then we have $m\left(G+_{x y} H\right) \leq m(G-x)+m(H-y)$. Now let $B$ be a matrix with rank less than $m(G-x)+m(H-y)$ and $\Gamma(B)=G+{ }_{x y} H$. Then
$\operatorname{rank}(B)<m\left(G+{ }_{x y} H\right) \leq m(G)+m(H)$, implies $\operatorname{rank}(B[V(G)])<m(G)$ or $\operatorname{rank}(B[V(H)])<m(H)$, two contradictions. Thus $m\left(G+_{x y} H\right)=m(G-x)+m(H-y)$.

For $(i)$ implying $(i i)$, let $C$ be the matrix with rank $m(G+x y H)$, which is associated with $G+{ }_{x y} H$. Then $C$ is of the form in (3), where $\Gamma(A)=G-x$ and $\Gamma(B)=H-y$.

Note that

$$
\begin{aligned}
& m(G-x)+m(H-y) \\
= & m\left(G+{ }_{x y} H\right)=\operatorname{rank}(C) \\
\geq & \operatorname{rank}(A)+\operatorname{rank}(B) \\
\geq & m(G-x)+m(H-y)
\end{aligned}
$$

Hence $m(H)=m(H-y)$ and $m(G)=m(G-x)$ by Lemma 3.3.

Example 3.7. Consider the graph $C_{n}$, where $n \geq 3$. Proposition 3.5 showed that for any $v \in V\left(C_{n}\right)$, the minimum rank of $C_{n}$ is equal to $C_{n}-v$, which is also a path $P_{n-1}$. By

Proposition 3.6, the following graph $G=C_{n}+{ }_{v u} C_{m}$ has minimum rank
where $u \in V\left(C_{m}\right)$ and $m \geq 3$.


Figure 2. A graph $G=C_{n}+{ }_{u v} C_{m}$.

Proposition 3.8. ([4, Proposition 4.1.]) Let $G$ be a graph, and $y \in P_{t}$ be a vertex of degree 2 , where $t \geq 3$. For any vertex $x \in G$,

$$
m\left(G+{ }_{x y} P_{t}\right)=m(G-x)+t-1
$$

Proof. Without loss of generality, let $x=|V(G)|, y$ be a vertex in $V(G), V\left(P_{t}\right)$,
respectively, where $y$ is of degree 2 and the induced subgraph of the vertex set $V\left(P_{t}\right) \backslash y$ is equal to $P_{i} \cup P_{j}$. Then the following matrix $D$, which is associated with $G+{ }_{x y} P_{t}$ is of the form:

$$
D=\left[\begin{array}{cccc}
B & b & 0 & 0 \\
b^{T} & a & c_{i}^{T} & c_{j}^{T} \\
0 & c_{i} & C_{i} & 0 \\
0 & c_{j} & 0 & C_{j}
\end{array}\right]
$$

where $c_{i} \in \mathbb{R}^{i}, c_{j} \in \mathbb{R}^{j}$ and $B, C_{i}, C_{j}$ is the matrix associated with $G-x, P_{i}, P_{j}$,
respectively. Now suppose $\operatorname{rank}(D)<m(G-x)+t-1=m(G-x)+i+j$. Then we
consider three cases as the following:
(i) $\operatorname{rank}\left(C_{i}\right)+\operatorname{rank}\left(C_{j}\right)=i+j$.

Then

(ii) $\operatorname{rank}\left(C_{i}\right)+\operatorname{rank}\left(C_{j}\right)=i+j-1$.

Without loss of generality, suppose $\operatorname{rank}\left(C_{i}\right)=i-1, \operatorname{rank}\left(C_{j}\right)=j$. Then

$$
\operatorname{rank}(D)=\operatorname{rank}\left[\begin{array}{ccc}
B & b^{T} & 0 \\
b & a^{\prime} & c_{i}^{T} \\
0 & c_{i} & C_{i}
\end{array}\right]+j=\operatorname{rank}(B)+i-1+2+j<m(G-x)+i+j
$$

(iii) $\operatorname{rank}\left(C_{i}\right)+\operatorname{rank}\left(C_{j}\right)=i+j-2$.

Then

$$
\operatorname{rank}(D)=\operatorname{rank}(B)+i-1+j-1+2<m(G-x)+i+j
$$

All the three cases imply that $\operatorname{rank}(B)<m(G-x)$, a contradiction. Thus we have $\operatorname{rank}(D) \geq m(G-x)+t-1$.

Now we choose $B$ as a matrix associated with $G-x$ with rank $m(G-x)$ and $C_{i}, C_{j}$ is of rank $i-1, j-1$, respectively. Then $D$ has rank $m(G-x)+t-1$, since $c_{i} \notin \mathrm{cs}\left(\mathrm{C}_{\mathrm{i}}\right), c_{j} \notin \mathrm{cs}\left(\mathrm{C}_{\mathrm{j}}\right)$ by lemma 3.1. This implies $m\left(G+{ }_{x y} P_{t}\right) \leq m(G-x)+t-1$. Thus we conclude that $m\left(G+x y P_{t}\right)=m(G-x)+t-1$.

The propositions 3.6 and 3.8 are special cases of the following theorem.

Theorem 3.9. ([4, theorem 2.3]) Let $G$ be a coalescence at vertex $v$ of graphs $G_{1}, \cdots, G_{t}$. Then

$$
m(G)-m(G-v)=\min \left\{\sum_{i=1}^{i} m\left(G_{i}\right)-m\left(G_{i}-v\right), 2\right\}
$$
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A graph $G$ is 2-connected if $G-v$ connected for any $v \in V(G)$. From Theorem 3.9, we may assume that $G$ is 2-connected in determining the minimum $\operatorname{rank} m(G)$ of $G$ in the algorithmic aspect. However it is interesting to compute $m(G)$ or find its combinatorial meaning in general.

### 3.3 An inequality for the zero-forcing set and maximum nullity of the graphs

We are going to prove the inequality $M(G) \leq Z(G)$ for any graph $G$.

Lemma 3.10. Let $A$ be any $n \times n$ matrix such that $\operatorname{rank}(A)<n-k$, for some integer $1 \leq k<n$. Then for any $k$-subset $S$ of $[n]$, there exists $x \in \mathrm{~ns}(A)$ such that $\operatorname{supp}(x)=[n] \backslash S$.

Proof. Applying Gaussian elimination to a $(k+1) \times n$ matrix whose rows are $k+1$ linearly independent vectors in the nullspace of $A$ will yield the last row with zeros in any $k$ designated position.

The following lemma describes why we call $Z(G)$ a zero-forcing set for a graph $G$.
Lemma 3.11. Let $G$ be a graph with zero-forcing set $Z$. If $x \in \operatorname{ns}(A)$ and $Z \subseteq[n] \backslash \operatorname{supp}(x)$, then $x$ is a zero vector.

Proof. Let $Z$ be a zero-forcing set of a graph $G$ and $A=\left(a_{i j}\right)$ be a matrix associated with $G$, where $\operatorname{rank}(A)=m(G)$. Suppose $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{T} \in \mathrm{~ns}(A)$ and $Z \subseteq[n] \backslash \operatorname{supp}(x)$ with $[n] \backslash \operatorname{supp}(x)$ maximum. Since $Z$ is a zero-forcing set, $[n] \backslash \operatorname{supp}(x)$ is also too. By interpreting 1 as white and 0 as black, there exists $v$ with $x_{v}=0$ and $v$ has a unique neighbor $u \in \operatorname{supp}(x)$ with $x_{u}=0$.

Then

$$
0=(A x)_{v}=\sum_{i \in[n]} a_{v i} x_{i}=x_{v}+\sum_{i \sim v} a_{v i} x_{i}=a_{v u} x_{u}
$$

The third equality holds since $a_{v i} \neq 0$ only when $i \sim v$. The last equality holds since $v$ has only one neighbor $u \neq Z$ such that $x_{u}$ may not be zero. Since $u$ is a neighbor of $v$, $a_{u v} \neq 0$. Thus $x_{u}=0$, a contradiction to $u \in \operatorname{supp}(x)$.

Now we can prove the inequality.

Theorem 3.12. Let $G$ be any graph. Then $M(G) \leq Z(G)$.

Proof. Let $G$ be a graph and $Z$ be a zero-forcing set of $G$. If $M(G)>|Z|$, then there exists a matrix $A$ associated with $G$ such that nullity $(A)=M(G)>|Z|$.

By Lemma 3.10, there exists a non-zero vector $x \in \operatorname{ns}(A)$ such that $Z \subseteq \operatorname{supp}(x)$. This implies $x$ is a zero vector by Lemma 3.11, a contradiction. Thus $M(G) \leq Z(G)$.

## 4 Our Results
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In this section, we will introduce a class of the graphs and compute the minimum rank, minimum size of zero-forcing set of the graphs.

### 4.1 A matrix associated with a path

Lemma 4.1. For all $n \in \mathbb{N}$, let $A_{n}=\left(a_{i j}\right)$ be the $n$ by $n$ symmetric matrix defined in (1), i.e.

$$
a_{i j}= \begin{cases}2, & \text { if } i=j \text { and } i, j \notin\{1, n\} \\ 1, & \text { if }|i-j|=1 \text { or } i=j \in\{1, n\} \\ 0, & \text { if }|i-j| \geq 2\end{cases}
$$

Then for any subset $S \subseteq[n]$ with $|S|>1$, there exists a vector $u$ such that $\operatorname{supp}(u) \subseteq[\max S-1]$ and $\operatorname{supp}(A u)=S$.

Proof. For integers $1 \leq i<j \leq n$, define $b_{i}, c_{i, j}$ as the following:

$$
\begin{gather*}
b_{i}:=(-1)^{0} e_{i}+(-1)^{1} e_{i-1}+\cdots+(-1)^{i-1} e_{1}  \tag{4}\\
c_{i, j}:=(-1)^{0} b_{i}+(-1)^{1} b_{i+1}+\cdots+(-1)^{j-i-1} b_{j-1} . \tag{5}
\end{gather*}
$$

Then
and


Now suppose $S=\left\{t_{1}, t_{2} \ldots, t_{k}\right\} \subseteq[n]$, where $k \geq 2$ and $t_{1}<t_{2}<\cdots<t_{k}$. Choose

$$
u=c_{t_{1}, t_{2}}+c_{t_{1}, t_{3}}+\cdots c_{t_{1}, t_{k}} .
$$

This implies

$$
A u=k e_{t_{1}}+(-1)^{t_{2}-t_{1}-1} e_{t_{2}}+(-1)^{t_{3}-t_{1}-1} e_{t_{3}}+\cdots+(-1)^{t_{k}-t_{1}-1} e_{t_{k}} .
$$

Then we have that $\operatorname{supp}(A u)=S$ and $\operatorname{supp}(u) \subseteq\left[t_{k}-1\right]=[\max S-1]$.

We provide matrices $A$ satisfy $\operatorname{rank}(A)=n-2$ and that $\Gamma(A)$ is the graph described in Proposition 3.5.

Example 4.2. Let $G=P_{n-1}+{ }_{i 1} P_{2}$ and $A_{i}, A_{n-1-i}$ are defined as the matrix $A_{n}$ at
Lemma 4.1, where $1<i<n$, the following matrix satisfies $\Gamma(A)=G$ and $\operatorname{rank}(A)=n-2$.

$$
A=\left[\begin{array}{cccc}
A_{i-1} & e_{i-1}^{(i-1)} & 0 & 0 \\
\left(e_{i-1}^{(i-1)}\right)^{T} & 0 & \left(e_{1}^{(n-1-i)}\right)^{T} & 1 \\
0 & e_{1}^{(n-1-i)} & A_{n-1-i} & 0 \\
0 & 1 & 0 & 0
\end{array}\right]_{n \times n}
$$

Note that we have $\operatorname{rank}\left(A_{i-1}\right)=i-2, \operatorname{rank}\left(A_{n-1-i}\right)=n-2-i$. Since the both of $n$-th column and row are linearly independent, $\operatorname{rank}(A)=n-2$. Then $m\left(P_{n-1}+{ }_{i 1} P_{2}\right)=n-2$, by Lemma 3.3.


Example 4.3. Let $G$ be a graph of order $n$ such that the induced subgraph of $G$ on $[n-1]$ is $P_{n-1}$ and the vertex $n$ has neighbors $S=\left\{t_{1}, t_{2}, \ldots t_{k}\right\}$, where $k \geq 2$. Let $A_{n-1}$ be the matrix defined as the amtrix $A_{n}$ at Lemma 4.1. Then there exists a vector $u \in \mathbb{R}^{n}$ such that $\operatorname{supp}\left(A_{n-1} u\right)=S$. The following matrix $A$ satisfies $\operatorname{rank}(A)=n-2$ and $\Gamma(A)=G$ :

$$
A=\left[\begin{array}{cc}
A_{n-1} & A_{n-1} u \\
u^{T} A_{n-1} & u^{T} A_{n-1} u
\end{array}\right]_{n \times n}
$$

### 4.2 Mountains

In Example 4.3, we proved that joining a vertex to some internal node of a path doesn't increase the minimum rank. We are going to add 2 or more vertices to a path.

Definition 4.4. A sequence $T_{1}, T_{2}, \ldots, T_{t}$ of subsets of $[m]$ is said to be separated on $[m]$ with respect to the sequence of integers $1=t_{0}<t_{1}<t_{2}<\ldots<t_{k-1}<t_{k}=m$ if there exists a function $f:[k] \mapsto[t]$ such that for $1 \leq j<i \leq k, f(j) \neq f(j+1)$, $\left|\left[t_{i-1}, t_{i}\right] \cap T_{f(i)}\right| \geq 2$ and $\sum_{\ell=1}^{k}\left|\left[t_{\ell-1}, t_{\ell}\right] \cap T_{f(\ell)}\right|=\sum_{\ell=1}^{t}\left|T_{\ell}\right|$.

Example 4.5. The following subsets $T_{1}, T_{2}$ are separated on $[m]$ with respect to the specified sequence $\left(t_{0}, t_{1}, \ldots, t_{k}\right)$ and function $f=(f(1), f(2), \ldots, f(k))$.
(i) $T_{1}=\{1,2,5,6\}$ and $T_{2}=\{3,4\}$ with $(1,3,4,6)$ and $f=(1,2,1)$;
(ii) $T_{1}=\{1,3,5,6\}$ and $T_{2}=\{3,5\}$ with $(1,3,5,6)$ and $f=(1,2,1)$;
(iii) $T_{1}=\{1,4,5,7,9\}$ and $T_{2}=\{5,6,7\}$ with $(1,5,7,9)$ and $f=(1,2,1)$;
(iv) $T_{1}=\{1,2,5,6,7\}$ and $T_{2}=\{3,4,8,10\}$ with $(1,3,5,8,10)$ and $f=(1,2,1,2)$.
(v) $T_{1}=\{1,2,3,4,5,6\}$ and $T_{2}=\{2,3,4,5\}$ with $(1,2,3,4,5,6)$ and $f=(1,2,1,2,1)$.

Example 4.6. The following subsets $T_{1}, T_{2}, T_{3}$ are separated on $[m]$ with respect to the specified sequence $\left(t_{0}, t_{1}, \ldots, t_{k}\right)$.
(i) $T_{1}=\{1,2,3,5,6,7\}, T_{2}=\{3,4,9,10\}$,

$$
T_{3}=\{7,8,9\} \text { with }(1,3,4,7,9,10) \text { and } f=(1,2,1,3,2)
$$

(ii) $T_{1}=\{3,4,5,10,11,12\}, T_{2}=\{5,6,9,10\}$,

$$
T_{3}=\{1,3,6,8,13,14\} \text { with }(1,3,5,6,8,10,12,14) \text { and } f=(3,1,2,3,2,1,3)
$$

Definition 4.7. For integers $m<n$, let $M_{m, n}$ be the class of graphs $G$ with vertex set $V(G)=[n]$ satisfying the following axioms.
(i) The subgraph of $G$ induced on $[m]$ has edge set $\{i(i+1) \mid 1 \leq i \leq m-1\}$, and the subgraph of $G$ induced on $\{m+1, m+2, \ldots, n\}$ has no edges.
(ii) The sequence $G(m+1), G(m+2), \cdots, G(n)$ separated on $[m]$.

The graph $G \in M_{m, n}$ is called a Mountain based on $[m]$.
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Theorem 4.8. If $G \in M_{m, n}$, then $m(G)=m-1$.

Proof. Choose a sequence $t_{0}=1<t_{1}<t_{2}<\ldots<t_{k-1}<t_{k}=m$ and a function $f:[k] \mapsto[n] \backslash[m]$ with respect to which the sets $G(m+1), \ldots, G(n)$ are separated on $[m]$.

For $1 \leq i \leq k$, choose a column vector $u_{i} \in \mathbb{R}^{m}$ such that
$\operatorname{supp}\left(u_{i}\right) \subseteq\left[\left(\max G(f(i)) \cap\left[t_{i-1}, t_{i}\right]\right)-1\right]$ and $\operatorname{supp}\left(A_{m} u_{i}\right)=G(f(i)) \cap\left[t_{i-1}, t_{i}\right]$, where $A_{m}=\left(a_{i j}^{\prime}\right)$ is defined in Lemma 4.1. Notice that from the construction, $u_{j}^{T} A_{m} u_{i}=0$ if $j<i$, and indeed for $j \neq i$ since $A_{m}$ is symmetric. For $m+1 \leq \ell \leq n$, let
$S_{\ell}=\{i \in[k]: f(i)=\ell\}$, and define the column vector $v_{\ell}:=\sum_{i \in S_{\ell}} u_{i}$. Note that for $m+1 \leq \ell \leq n, \ell=f(i)$ for any $i \in S_{\ell}$, so

$$
\begin{equation*}
\operatorname{supp}\left(A_{m} v_{\ell}\right)=\operatorname{supp}\left(A_{m} \sum_{i \in S_{\ell}} u_{i}\right)=G(\ell) \tag{6}
\end{equation*}
$$

Also for $p \in[n] \backslash[m]$ with $p \neq \ell$, we have $S_{\ell} \cap S_{p}=\emptyset$, so

$$
\begin{equation*}
v_{\ell}^{T} A_{m} v_{p}=\sum_{i \in S_{\ell}} \sum_{j \in S_{p}} u_{i}^{T} A_{m} u_{j}=0 \tag{7}
\end{equation*}
$$

We now define the $n$ by $n$ symmetric matrix $A=\left(a_{i j}\right)$ by


From the above construction in (8) and (6), (7), one can easily check that $\Gamma(A)=G$. For all $m+1 \leq \ell \leq n, A[[m] \mid \ell]=A_{m} v_{\ell}$. Hence
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$$
\operatorname{rank}(A[[m] \mid-])=\operatorname{rank}(A[-\mid[m]])=\operatorname{rank}\left(A_{m}\right)=m-1
$$

For $m+1 \leq i, j \leq n, A[i \mid \ell]=v_{i}^{T} A_{m} v_{j}$. Hence the column of $A$ is a linear combination of the first $m$ columns. Thus the rank of $A$ is equal to $m-1$. This proves $m(G) \leq m-1$. Since $G$ contains induce subgraph $P_{m}$, we have that $m(G)=m-1$ by Lemma 3.3.

Example 4.9. Let $G$ be a mountain of order 12 based on [10] such that $G(11)$ and $G(12)$ are separated with respect to the sequence $(1,3,5,8,10)$ and $f=(11,12,11,12)$ as showing in the figure 3 . We will give a matrix $A$ associated with $G$ and the $\operatorname{rank}$ of $A$ is 9 .


Figure 3. A mountain mased on [10] of order 12.

Since the sequence $G(11), G(12)$ is separated on $[10]$ with $(1,3,5,8,10)$ and $f=(1,2,1,2)$, let $A_{10}$ be the matrix defined at Lemma 4.1 and we choose

$$
\begin{gathered}
u_{1}=[1,0,0,0,0,0,0,0,0,0]^{T}, u_{2}=[1,-1,1,0,0,0,0,0,0,0]^{T} ; \\
u_{3}=[-3,3,-3,3,-3,2,0,0,0,0]^{T}, u_{4}=[2,-2,2,-2,2,-2,2,-2,1,0]^{T}
\end{gathered}
$$

such that


Choose $v_{11}=u_{1}+u_{3}, v_{12}=u_{2}+u_{4}$ such that $\operatorname{supp}\left(v_{11}\right)=G(11)$ and
$\operatorname{supp}\left(v_{12}\right)=G(12)$. Then the following matrix $A$ is associated with $G$ and $\operatorname{rank}(A)=9$.

$$
A=\left[\begin{array}{ccc}
A_{10} & A_{10} v_{11} & A_{10} v_{12} \\
v_{11}^{T} A_{10} & 6 & 0 \\
v_{12}^{T} A_{10} & 0 & 3
\end{array}\right]
$$

This implies $m(G) \leq 9$, and it's clear that $m(G) \geq m\left(P_{10}\right)=9$. Thus $m(G)=9$.

Example 4.10. There exists a matrix $A$ associated with the following graph $G$ with rank 9.


Figure 3. A mountain based on [10] of order 13.

The sequence $G(11)=\{1,2,3,5,6,7\}, G(12)=\{3,4,9,10\}$ and $G(13)=\{7,8,9\}$, is separated on $[10]$ with $(1,3,5,7,9,10)$ and $f=(11,12,11,13,12)$. We choose

$$
\begin{gathered}
u_{1}=[-3,2,0,0,0,0,0,0,0,0]^{T}, u_{2}=[1,-1,1,0,0,0,0,0,0,0]^{T} \\
u_{3}=[-3,3,-3,3,-3,2,0,0,0,0]^{T}, u_{4}=[-3,3,-3,3,-3,3,-3,2,0,0]^{T}
\end{gathered}
$$

Then we have

$\operatorname{supp}\left(A_{10} u_{1}\right)=\{1,2,3\}=[1,3] \cap G(11), \operatorname{supp}\left(A_{10} u_{2}\right)=\{3,4\}=[3,5] \cap G(12) ;$
$\operatorname{supp}\left(A_{10} u_{3}\right)=\{5,6,7\}=[5,7] \cap G(11), \operatorname{supp}\left(A_{10} u_{4}\right)=\{7,8,9\}=[7,9] \cap G(13)$

$$
\text { and } \operatorname{supp}\left(A_{10} u_{5}\right)=\{9,10\}=[9,10] \cap G(12)
$$

Choose $v_{11}=u_{1}+u_{3}, v_{12}=u_{2}+u_{5}$ and $v_{13}=u_{4}$. The following matrix $A$ is associated with $G$ and $\operatorname{rank}(A)=9$.

$$
A=\left[\begin{array}{cccc}
A_{10} & A_{10} v_{11} & A_{10} v_{12} & A_{10} v_{13} \\
v_{11}^{T} A_{10} & 10 & 0 & 0 \\
v_{12}^{T} A_{10} & 0 & 3 & 0 \\
v_{13}^{T} A_{10} & 0 & 0 & 5
\end{array}\right]
$$

Corollary 4.11. If $G \in M_{m, n}$ then $M(G)=Z(G)=n-m+1$.

Proof. We have known $M(G) \leq Z(G)$ by Theorem 3.12, and
$M(G)=n-m(G)=n-m+1$ by Theorem 4.8 and equation (1). Initially by coloring the set $S=[n] \backslash[m-1]$ in black, one can check that applying color changing rules along the sequence of vertices $m-1, m-2, \ldots, 1$, eventually every vertex is black. Hence $Z(G) \leq n-m+1$, and indeed $M(G)=Z(G)=n-m+1$.
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