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1. Introduction

In this paper, we study the relation of the Calderón problem between both local
and nonlocal parabolic equations. The key tool is to use a known extension prob-
lem for nonlocal parabolic operators (∂t −∇ · σ∇)

s
, for s ∈ (0, 1), so that one can

reduce the exterior measurements for nonlocal equations suitably to the boundary
measurements for their local counterparts. Fractional type inverse problems have

1
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attracted a lot attention in recent years. The Calderón problem for the fractional
Schrödinger equation was first investigated in [GSU20GSU20], where the authors demon-
strated that the potential in a given region can be determined uniquely by the
associated exterior measurement. The essential approach is relied on the strong
unique continuation property (strong UCP in short) for the fractional Laplacian
(−∆)s, so that one can deduce the useful Runge approximation for the fractional
Schrödinger equation. Based on these robust results, there is a huge literature
developed in this direction.

Let us briefly summarize several works related to fractional inverse problems.
In [CLR20CLR20], the authors determined both drift term and potential uniquely, which
remains open for the local case. In [CLL19CLL19], the researchers used single mea-
surement to determine unknown cavity, which cannot hold in their local counter-
parts. Meanwhile, in the works [HL19HL19, HL20HL20], the authors derived an if-and-only-if
monotonicity relation, which leads to a simple reconstruction algorithm. Later,
fractional/nonlocal type inverse problems are widely developed in the field of in-
verse problems, which consists of determination of singular potentials, lower or-
der local perturbations, higher order fractional Laplacians, single measurement,
and generalizations to many other nonlocal operators. We refer readers to those
works [BGU21BGU21, CMR21CMR21, CMRU22CMRU22, GLX17GLX17, CLL19CLL19, CLR20CLR20, FGKU21FGKU21, HL19HL19, HL20HL20,
GRSU20GRSU20, GU21GU21, Lin22Lin22, LL22LL22, LL23LL23, LLR20LLR20, LLU22LLU22, KLW22KLW22, RS20RS20, RS18RS18, RZ22bRZ22b,
RZ22bRZ22b, RZ22aRZ22a, CRZ22CRZ22, RZ22cRZ22c, CRTZ22CRTZ22, Zim23Zim23, GU21GU21, LRZ22LRZ22, LZ23LZ23] and the
references therein. We also point out that the recovery of leading coefficients has
been addressed in recent works [Fei21Fei21, FGKU21FGKU21, CO23CO23, Rül23Rül23] by using the local
source-to-solution map. The main approach is based on the heat kernel represen-
tation of nonlocal operators and Kannai transmutation. These materials transfer
the elliptic type nonlocal inverse problem to a local hyperbolic problem, which has
been studied by utilizing the boundary control method.

As a matter of fact, the solvability for the most of these fractional inverse prob-
lems based on the linear structure of nonlocal operators, in particular, the (strong)
UCP and the Runge approximation play essential roles in related studies. Most of
mentioned works, the authors investigated uniquely recovering problem for lower
order coefficients, i.e., the main nonlocal operator is known a priori. In general, the
determination of the leading parameter is harder than the recovery of lower coef-
ficients. In this work, we want to give another possible description, which builds
a bridge between nonlocal and local problems, and this connection will help us to
recover leading coefficients for a nonlocal parabolic operator.

1.1. Mathematical model and main results. Let Ω ⊂ Rn be a bounded do-
main with Lipschitz boundary for n ≥ 2, and T ∈ (0,∞). Consider the fractional
Calderón problem for the nonlocal parabolic equation

(∂t −∇ · σ(x)∇)
s
u(t, x) = 0 in ΩT ,

u(t, x) = f(t, x) in (Ωe)T ,

u(t, x) = 0 for x ∈ Rn and t ≤ −T,
(1.1)

where Ωe := Rn \ Ω. Throughout this work, we always assume the set

AT := (−T, T )×A,

for any subset A ⊆ Rn. Here σ = (σik(x))1≤i,k≤n ∈ C2(Rn;Rn×n) satisfies the
symmetry and ellipticity conditions

σik = σki, for all i, j = 1, 2, . . . , n,

λ|ξ|2 ≤
n∑

i,k=1

σik(x)ξiξk ≤ λ−1|ξ|2,(1.2)
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for any x ∈ Rn and ξ = (ξ1, . . . , ξn) ∈ Rn, where λ ∈ (0, 1) is a positive constant.
The well-posedness of (1.11.1) has been studied by [BKS22BKS22] with respect to suitable
function spaces. Let W ⊂ Ωe be a nonempty open subset , we are able to define
the corresponding (partial) Dirichlet-to-Neumann (DN) map

Λs
σ : Hs(WT ) → H−s(WT ),

f 7→ (∂t −∇ · σ∇)
s
uf |WT

,
(1.3)

where uf ∈ Hs(Rn+1) is the unique solution to (1.11.1). These function spaces that
we are using will be introduced in Section 22.

(IP1) Nonlocal inverse problem. Can we determine σ by using the nonlocal
DN map Λs

σ given by (1.31.3)?

In fact, it is a nontrivial problem to determine the leading coefficient σ for
nonlocal models.

On the other hand, let Ω ⊂ Rn be a bounded set as before, and we consider the
classical Calderón problem for (local) parabolic equations. One tries to recover an
unknown, possibly anisotropic leading coefficient σ = σ(x) : Ω → Rn×n, where σ
could be a sufficiently regular anisotropic symmetric matrix-valued function. More
concretely, consider the local parabolic problem

(∂t −∇ · σ(x)∇) v(t, x) = 0 in ΩT ,

v(t, x) = g(t, x) on (∂Ω)T ,

v(−T, x) = 0 for x ∈ Ω.

(1.4)

It is known that the initial-boundary value problem (1.41.4) is well-posed (for example,
see [DL92DL92, Chapter XVIII]), so that we can define the corresponding local (full)
DN map

Λσ : L2(−T, T ;H1/2(∂Ω)) → L2(−T, T ;H−1/2(∂Ω)),

g 7→ σ∇vg · ν|(∂Ω)T
,

(1.5)

where vg ∈ L2(0, T ;H1(Ω)) is the unique solution to (1.41.4).

(IP2) Local inverse problem. Can we determine σ by using the local DN map
Λσ given by (1.51.5)?

In fact, the answer of (IP2)(IP2) is resolved for some cases. More precisely, in [CK01CK01],
the author investigated that if σ = σ(x) is a scalar function, then Λσ determines σ in
Ω. In this article, we want to use similar ideas as in our earlier work [LLU22LLU22], where
we want to show that the nonlocal DN map Λs

σ determines the local DN map Λσ.
In this work, we introduce an alternative approach, which is motivated by the very
recent work [CGRU23CGRU23]. This new method is mainly based on the Caffarelli-Silvestre
type extension problem for the nonlocal parabolic operator (∂t −∇ · σ∇)

s
.

For s ∈ (0, 1), the extension formula for (∂t −∇ · σ∇)
s
is characterized as follows.

Let u ∈ Hs(Rn+1), let ũ = ũ(t, x, y) be the solution of the Dirichlet problem for
(t, x, y) ∈ Rn+2

+ := Rn+1 × (0,∞) with (t, x) ∈ Rn+1 and y ∈ (0,∞) that
y1−2s∂tũ−∇x,y ·

(
y1−2sσ̃(x)∇x,yũ

)
= 0 in Rn+2

+ ,

ũ(t, x, 0) = u(t, x) on Rn+1,

ũ(t, x, y) = 0 on t ≤ −T,
(1.6)

where σ̃ is of the form

σ̃(x) =

(
σ(x) 0
0 1

)
,(1.7)

where σ always satisfies the condition (1.21.2) throughout this paper. Meanwhile, we
use the notation ∇ ≡ ∇x, ∇x,y ≡ (∇x, ∂y) and Id stands for the identity in this
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article. Then the nonlocal parabolic operator (∂t −∇ · σ∇)
s
is realized in terms of

the Dirichlet-to-Neumann relation

(∂t −∇ · σ∇)
s
u(t, x) = ds lim

y→0
y1−2s∂yũ(t, x, y),(1.8)

where ds is a constant depending only on s ∈ (0, 1). In order to study (IP1)(IP1), we
will use (IP2)(IP2), more specifically, we will show the following theorem, which states
that the nonlocal DN map (1.31.3) determines the local DN map (1.51.5).

Theorem 1.1. Let Ω,W ⊂ Rn be bounded sets with Lipschitz boundaries with
Ω∩W = ∅, for n ≥ 2, T ∈ (0,∞) and s ∈ (0, 1). Let σ̃ ∈ C2(Rn;R(n+1)×(n+1)) be of
the form (1.71.7), where σ(x) ∈ C2(Rn;Rn×n) satisfies (1.21.2) with |σ|+ |∇σ| ≤M <∞
in Rn, for some constant M > 0. Let ũ be a weak solution to (1.61.6), then we have

v(t, x) :=

ˆ ∞

0

y1−2sũ(t, x, y) dy ∈ L2(0, T ;H1(Ω)),(1.9)

such that the function v is a weak solution to the parabolic equation (1.41.4). Moreover,

for any f ∈ H̃s(WT ), the nonlocal (partial) DN map

Λs
σ : H̃s(WT ) → H−s(WT ), f 7→ ds lim

y→0
y1−2s∂yũ

∣∣
WT

determines the local (full) DN map

Λσ : L2(−T, T ;H1/2(∂Ω)) → L2(−T, T ;H−1/2(∂Ω)), g 7→ σ∇v · ν|(∂Ω)T
.

Remark 1.2. Let us point out that we do not need to assume σ = Id in the
exterior domain Ωe in our parabolic case, which is unlike the assumption for the
elliptic setting demonstrated in [CGRU23CGRU23]. We refer readers to page 35 of this
article for more detailed explanations.

We can reformulate Theorem 1.11.1 in terms of the next result.

Proposition 1.3. Adopting all assumptions of Theorem 1.11.1. Define the nonlocal
(partial) Cauchy data Cs

σ,WT

Cs
σ,WT

:=
(
f |WT

, (∂t −∇ · σ∇)
s
uf |WT

)
⊂ H̃s(WT )×H−s(WT ),

where uf ∈ Hs(Rn+1) is the solution to (1.11.1). Define the local (full) Cauchy data

Cσ,(∂Ω)T :=
(
g|(∂Ω)T , σ∇vg|(∂Ω)T

)
⊂ L2(−T, T ;H1/2(∂Ω))× L2(−T, T ;H−1/2(∂Ω)),

where vg ∈ L2(−T, T ;H1(Ω)) is the solution to (1.41.4). Then there exists a bounded
linear map

T : Cs
σ,WT

→ Cσ,(∂Ω)T ,

(f,Λs
σf) 7→

(
v|(∂Ω)T , σ∇v · ν|(∂Ω)T

)
such that

T
(
Cs
σ,WT

)L2(−T,T ;H1/2(∂Ω))×L2(−T,T ;H−1/2(∂Ω))

= Cσ,(∂Ω)T .

Here ν is the unit outer normal to ∂Ω and v(t, x) is defined by (1.91.9).

As shown in [LLU22LLU22], Theorem 1.11.1 stands for the reduction of the Calderón
problem for nonlocal parabolic equations to the local ones. The main difference is
that we need to take the exterior data f is taken from Hs((Ωe)T ), but not H

s(WT ),
for a given open subset W ⊂ Ωe.
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Remark 1.4. By using the conclusion of Theorem 1.11.1, we knows that the determi-
nation of leading coefficients for nonlocal parabolic operators depend on their local
counterparts. It is natural since that the nonlocal DN map contains more data than
the local DN map.

Corollary 1.5. Adopting all assumptions in Theorem 1.11.1. Assume that σ = σIn is
an isotropic n×n matrix satisfying (1.21.2). Then the nonlocal DN map Λs

σ determines
σ in (IP1)(IP1) uniquely.

Next, we are want to know the case when the leading coefficient is a matrix-
valued function. It is known that the non-uniqueness result has been investi-
gated by [GAV12GAV12] for the local case (i.e. s = 1). Let σ(x) = (σij(x))1≤i,j≤n ∈
(σik(x))1≤i,k≤n ∈ C2(Rn;Rn×n) be a matrix-valued function satisfying (1.21.2). Con-

sider Φ : Ω → Ω as a C∞ diffeomorphism such that Φ|∂Ω = Id (the identity map),
then v(t, x) is a solution to the parabolic equation

∂tv −∇ · (σ∇v) = 0 for (t, x) ∈ ΩT(1.10)

if and only if ṽ(t, y) := v(t,Φ−1(y)) is a solution to

∂t (Φ∗1(y)ṽ)−∇ · (Φ∗σ∇ṽ) = 0 for (t, y) ∈ ΩT ,(1.11)

where Φ∗ denotes the push-forward
Φ∗1(y) =

1
det(DΦ)(x)

∣∣∣
x=Φ−1(y)

,

Φ∗σ(y) =
DΦT (x)σ(x)DΦ(x)

det(DΦ)(x)

∣∣∣
x=Φ−1(y)

.

Here DΦ denotes the (matrix) differential of Φ and DΦT is the transpose of DΦ.
Since Φ|∂Ω = Id, one can see that the (full) Cauchy data (or DN map) of (1.101.10)
and (1.111.11) are the same, i.e.,

Cσ,(∂Ω)T :=
(
v|σ,(∂Ω)T , σ∂νv|(∂Ω)T

)
=
(
ṽ|(∂Ω)T , Φ∗σ∂ν ṽ|(∂Ω)T

)
:= CΦ∗σ,(∂Ω)T .

This implies the non-uniqueness property for leading coefficients holds for local
parabolic operators in the anisotropic case.

Similar to the local case, our final result in this paper is to demonstrate that
non-uniqueness also holds for the nonlocal parabolic case.

Corollary 1.6 (Non-uniqueness). Let Ω,W ⊂ Rn be bounded sets with Lipschitz
boundaries with Ω ∩ W = ∅, for n ≥ 2, T ∈ (0,∞) and s ∈ (0, 1). Let σ̃ ∈
C2(Rn;R(n+1)×(n+1)) be a matrix-valued function in Rn satisfying (1.21.2). Then
Λs
σ,WT

determine σ up to diffeomorphism, that is, there exists a Lipschitz invertible

map Φ : Rn → Rn with Φ|W = Id such that

Λs
σ,WT

(f) = Λs
Φ∗σ,WT

(f), for any f ∈ C∞
c (WT ),

where

Φ∗σ(y) =
DΦT (x)σ(x)DΦ(x)

det(DΦ)(x)

∣∣∣∣
x=Φ−1(y)

.

1.2. Outline of the argument. Let us compute the relation between ũ and v,
where ũ is a solution to (1.61.6) and v is defined by (1.91.9). Via direct computations,
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one can see that v is a solution to the following parabolic equation

0 =

ˆ ∞

0

{
y1−2s∂tũ−∇x,y ·

(
y1−2sσ̃∇x,yũ

)}
dy

= ∂t

(ˆ ∞

0

y1−2sũ dy

)
−∇ · σ∇

(ˆ ∞

0

y1−2sũ dy

)
−
ˆ ∞

0

∂y
(
y1−2s∂yũ(t, x, y)

)
dy

= (∂t −∇ · σ∇) v,

(1.12)

for (t, x) ∈ ΩT . Here we used the fact thatˆ ∞

0

∂y
(
y1−2s∂yũ(t, x, y)

)
dy = lim

y→∞
y1−2s∂yũ(t, x, y)− lim

y→0
y1−2s∂yũ(t, x, y)

= lim
y→∞

y1−2s∂yũ(t, x, y)−
1

ds
(∂t −∇ · σ∇)

s
u(t, x)︸ ︷︷ ︸

Here we use (1.81.8)

= 0,

where we also used the decay property of ũ (and its derivatives) at infinity and u
is a solution to (1.11.1).

Formally, the corresponding DN map of (1.121.12) is given by

Λσ : L2(−T, T ;H1/2(∂Ω)) → L2(−T, T ;H−1/2(∂Ω)),ˆ ∞

0

y1−2sũ(t, x, y) dy

∣∣∣∣
(∂Ω)T︸ ︷︷ ︸

=v(t,x)|(∂Ω)T

7→ σ∇
(ˆ ∞

0

y1−2sũ(t, x, y) dy

)
· ν
∣∣∣∣
(∂Ω)T︸ ︷︷ ︸

=σ∇v·ν|(∂Ω)T

.

Making the preceding formal computations rigorously plays an essential role in the
proof of Theorem 1.11.1. In fact, we need to prove that the function v(t, x) given
by (1.91.9) belong to suitable function spaces with v|(∂Ω)T ∈ L2(−T, T ;H1/2(∂Ω)).
Therefore, the local DN map can be determined by the nonlocal DN map as we
wish.

1.3. Organization of the article. The paper is structured as follows. In Section
22, we define the nonlocal parabolic operator rigorously. We also introduce func-
tion spaces and demonstrate the well-posedness for our study. In Section 33, we
investigate the Caffarelli-Silvestre type extension problem for the nonlocal para-
bolic operator, and we offer the useful function to connect the nonlocal and local
equations. We provide regularity estimates for solutions to the extension problem
in Section 44. With the analysis in Section 44 at hand, we can will demonstrate our
key equation of this work in Section 55, and associated density results will be proved
in Section 66. Finally, we prove our main results in Section 77.

2. Preliminaries

We review several basic properties and tools, which will be utilized in our work.

2.1. Nonlocal parabolic operators. Note that the nonlocal parabolic operator
(∂t −∇ · σ∇)

s
is defined in [BDLCS21BDLCS21, BKS22BKS22], where σ = (σik)1≤i,k≤n is a matrix-

valued function given via (1.21.2) in Rn. Next, it is known that the parabolic operator
∂t −∇ · σ∇ in R×Rn possesses a globally defined fundamental solution p(x, z, τ),
which satisfies

Pt1(t, x) =

ˆ
Rn

p(x, z, τ) dz = 1, for every x ∈ Rn and τ > 0,
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where Pt stands for the heat semigroup. In addition, the evolutive semigroup Pτ

is given by

Pτu(t, x) :=

ˆ
Rn

p(x, z, τ)u(t− τ, z) dz, for u ∈ S(Rn+1),

where p(x, z, τ) is the heat kernel associated to the elliptic operator ∇ · σ∇ such
that

∂τp(x, z, τ)−∇ · σ∇p(x, z, τ) = 0,(2.1)

and S(Rn+1) denotes the Schwarz space. In addition, the heat kernel p(x, z, τ)
satisfies

C1

(
1

4πτ

)n/2

e−
c1|x−z|2

4τ ≤ p(x, z, τ) ≤ C2

(
1

4πτ

)n/2

e−
c2|x−z|2

4τ ,

for some positive constants c1, c2, C1 and C2. Moreover, it is known that the heat
kernel possesses the pointwise estimate (see [ST10ST10] for ℓ = 0 and [CJKS20CJKS20] for
ℓ = 1) ∣∣∇ℓ

xp(x, z, τ)
∣∣ ≲ τ−

n+ℓ
2 e−c

|x−z|2
τ , for ℓ = 0, 1.(2.2)

Since {Pτ}τ≥0 can be also regarded a strongly continuous contractive semigroup

with ∥Pτu − u∥L2(Rn+1) = O(τ), then the explicit definition of (∂t −∇ · σ∇)
s
, for

s ∈ (0, 1).

Definition 2.1. Let s ∈ (0, 1) and u ∈ S(Rn+1), then (∂t −∇ · σ∇)
s
is defined by

the Balakrishnan formula (see [BKS22BKS22]) as

(∂t −∇ · σ∇)
s
u(t, x) := − s

Γ(1− s)

ˆ ∞

0

(Pτu(t, x)− u(t, x))
dτ

τ1+s
.(2.3)

Moreover, via the Fourier transform in the time-variable t ∈ R, we can write
(∂t −∇ · σ∇)

s
u in terms of the Fourier transform. It is known that the heat

semigroup {Pt}t≥0 can be written by spectral measures as an identity of gamma
functions:

Pt =

ˆ ∞

0

e−λt dEλ and − s

Γ(1− s)

ˆ ∞

0

e−(λ+iρ)t − 1

τ1+s
dτ = (λ+ iρ)s,

for λ > 0 and ρ ∈ R, where i =
√
−1. Consider the time Fourier transform Ft of

Pτu, then there holds

Ft (Pτu) (ρ, ξ) = e−iρτPτ (Ftu(ρ, ·)) (ξ),
which yields that the Fourier analogue of the definition (2.32.3)

Ft (Hsu) (ρ, ·) = − s

Γ(1− s)

ˆ ∞

0

1

τ1+s

ˆ ∞

0

(
e−(λ+iρ)τ − 1

)
dEλ (Ftu(ρ, ·)) dτ

=

ˆ ∞

0

(λ+ iρ)s dEλ (Ftu(·, ρ)) .

2.2. Function spaces. Given any u ∈ S(Rn+1), it is known that

∥Ft (Hsu) (ρ, ·)∥L2(Rn) =

ˆ ∞

0

|λ+ iρ|2s d∥Eλ (Ftu(ρ, ·))∥2,

for ρ ∈ R. With the preceding relation at hand, let us define the space H2s(Rn+1)
as the completion of S(Rn+1) with respect to the norm

∥u∥H2s(Rn+1) =

(ˆ
R

ˆ ∞

0

(
1 + |λ+ iρ|2

)s
d∥Eλ (Ftu(ρ, ·))∥2 dρ

)1/2

.
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Next, given a ∈ R and an open set O ⊂ Rn+1, we define

Ha(Rn+1) =
{
Completion of S(Rn+1) with respect to the norm :

ˆ
R

ˆ ∞

0

(
1 + |λ+ iρ|2

)a/2
d∥Eλ (Ftu(ρ, ·))∥2 dρ

}
,

Ha(O) =
{
u|O : u ∈ Ha(Rn+1)

}
,

H̃a(O) = closure of C∞
c (O) in Ha(Rn+1).

We also define

∥u∥Ha(O) := inf
{
∥v∥Ha(Rn+1) : v|O = u

}
,

and the dual spaces

H−a(O) = H̃a(O)∗ and H̃−a(O) = (Ha(O))
∗
.

On the other hand, we may also consider the parabolic fractional Sobolev space

Ha(Rn+1) :=
{
u ∈ L2(Rn+1) :

(
|ξ|2 + iρ

)a/2
û(ρ, ξ) ∈ L2(Rn+1)

}
,

where û(ξ, ρ) =
´
Rn+1 e

−i(t,x)·(ρ,ξ)u(x, t) dtdx denotes the Fourier transform of u
with respect to the (t, x)-variable.

In the same time, the graph norm of Ha-functions is given by

∥u∥2Ha(Rn+1) :=

ˆ
Rn+1

(
1 +

(
|ξ|4 + |ρ|2

)1/2)a |û(ρ, ξ)|2 dρdξ.(2.4)

One may rewrite

Ha(Rn+1) = Ha/2,a(Rn+1),

where the exponents a/2 and a denote the fractional derivatives of time and space,
respectively. Particularly, when a = s ∈ (0, 1), from [BKS22BKS22, Section 3], which
is known as the parabolic version of the Kato square root problem introduced in
[AEN20AEN20], then there holds

Hs(Rn+1) = Hs(Rn+1), for s ∈ (0, 1),(2.5)

and we denote

Hs
E :=

{
u ∈ Hs(Rn+1) : supp(u) ⊂ E

}
,

for any closed set E ⊂ Rn+1. We also give a quick review for the fractional Sobolev
space Hs(Rn) for s ∈ (0, 1), which is defined by

(2.6) Hs(Rn) :=

{
f ∈ S ′(Rn) : ∥u∥Hs(Rn) :=

∥∥∥(1 + |ξ|2
)s/2

û(ξ)
∥∥∥
L2(Rn)

<∞
}
.

Finally, in the rest of the paper, we use ≲ (resp. ≈) to denote that an inequality
(resp. equality) holds up to a positive constant whose exact value is irrelevant in
our arguments.

2.3. Well-posedness for the nonlocal parabolic equation. In [BKS22BKS22, LLR20LLR20,
LLU22LLU22], the authors demonstrated that the problem (1.11.1) is well-posed (for either
variable coefficients or constant coefficients cases). More precisely, given any ex-
terior data f ∈ Hs((Ωe)T ), one can always find a unique solution uf ∈ Hs(Rn+1)
solving (1.11.1). Furthermore, we point out the future information will not affect the
behavior of solutions, i.e., if uf ∈ Hs(Rn+1) is a weak solution to (1.11.1) in ΩT ,
then uf (t, x)χ(−T,T )(t) ∈ Hs(Rn+1) is also a weak solution of (1.11.1) in ΩT , where

χ(−T,T )(t) =

{
1 for t ∈ (−T, T )
0 otherwise

denotes the characteristic function. Hence, in

the rest of this article, we can always assume that the solution uf (t, x) of (1.11.1)



NONLOCAL PARABOLIC INVERSE PROBLEMS 9

is supported for t ∈ (−T, T ) and x ∈ Rn without loss of generality. The support
assumption also implies that we can assume that uf (−T, x) = uf (T, x) = 0 for
x ∈ Rn, where uf is the solution to (1.11.1). Finally, if uf ∈ Hs(Rn+1) is the solution
to (1.11.1), then there holds

(2.7) ∥uf∥Hs(Rn+1) ≲ ∥f∥H̃s((Ωe)T ),

which has been derived in [BKS22BKS22, Theorem 3.3].

3. Extension problem, duality and auxiliary functions

It is known that the nonlocal parabolic operator (∂t −∇ · σ∇)
s
can be charac-

terized by associated extension problem.

3.1. Extension problems and duality principle. Let us review a rigorous for-
mulation of the extension problem with respect to the nonlocal parabolic opera-
tor (∂t −∇ · σ∇)

s
, for s ∈ (0, 1). As in [BKS22BKS22, Section 3.1], given an open set

Σ ⊆ Rn+2
+ = Rn+1 × (0,∞), consider the energy space

L1,2(Σ; y1−2sdtdxdy)

:=
{
ũ : ũ, ∂xk

ũ, ∂yũ ∈ L2(Σ, y1−2sdtdxdy), for k = 1, . . . , n
}
,

where the function ũ ∈ L2(Σ, y1−2sdtdxdy) provided that

∥ũ∥2L2(Σ,y1−2sdtdxdy) :=

ˆ
Σ

y1−2s |ũ|2 dtdxdy <∞.

Moreover, ∥·∥L1,2(Σ;y1−2sdtdxdy) is defined via

∥ũ∥L1,2(Σ;y1−2sdtdxdy) :=

(ˆ
Σ

y1−2s
(
|ũ|2 + |∇ũ|2 + |∂yũ|2

)
dtdxdy

)1/2

.

Note that (∂t −∇ · σ∇)
s
is already characterized by [BKS22BKS22, Theorem 3.1], which

is stated below for the sake of completeness.

Proposition 3.1 (Extension problem). Given s ∈ (0, 1), and u ∈ Hs(Rn+1).
There exists a solution ũ to (1.61.6) which satisfies

(a) limy→0 ũ(t, x, y) = u(t, x) in Hs(Rn+1),
(b) limy→0 y

1−2s∂yũ(t, x, y) = ds (∂t −∇ · σ∇)
s
u in H−s(Rn+1), for some con-

stant ds depending on s ∈ (0, 1),
(c) ∥ũ∥L1,2(Rn+2

+ ;y1−2sdtdxdy) ≤ C∥u∥Hs(Rn+1), for some constant C > 0 inde-

pendent of u and ũ.

Since the proof is given by [BKS22BKS22, Theorem 3.1], we omit the proof. Here we
want to emphasize that the proof is based on the representation formula for the
function ũ. In fact, via [BKS22BKS22, Theorem 3.1], the function ũ can be written in
terms of

ũ(t, x, y) =

ˆ ∞

0

ˆ
Rn

P s
y (x, z, τ)u(t− τ, z) dzdτ,(3.1)

where

P s
y (x, z, τ) :=

1

22sΓ(s)

y2s

τ1+s
e−

y2

4τ p(x, z, τ).(3.2)

Here p(x, z, τ) denote the heat kernel associated to the elliptic operator ∇ · (σ∇)
satisfying (2.12.1). Note that the constant ds in (b)(b) can be computed explicitly, which
is

ds :=
22s−1Γ(s)

Γ(1− s)
.(3.3)
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Inspired by [CGRU23CGRU23], we want to derive a duality principle for parabolic equa-
tions.

Proposition 3.2 (Duality). Let σ̃ ∈ C2(Rn;R(n+1)×(n+1)) be of the form (1.71.7)
for n ∈ N, s ∈ (0, 1), and h ∈ C0(Rn+1). Suppose that u1 ∈ C2(Rn+2

+ ) with

y1−2s∂yu1 ∈ C0(Rn+1
+ ) is a classical solution of{

y2s−1∂tu1 −∇x,y ·
(
y2s−1σ̃∇x,yu1

)
= 0 in Rn+2

+ ,

lim
y→0

y2s−1∂yu1 = h on Rn+1 × {0}.(3.4)

Then the function u2(t, x, y) := −y2s−1∂yu1(t, x, y) is a classical solution of{
y1−2s∂tu2 −∇x,y ·

(
y1−2sσ̃∇x,yu2

)
= 0 in Rn+2

+ ,

u2 = −h on Rn+1 × {0}.
(3.5)

Proof. For y > 0, one has

− y1−2s∂tu2 +∇x,y ·
(
y1−2sσ̃∇x,yu2

)
= y1−2s∂t

(
y2s−1∂yu1

)
−∇x,y ·

(
y1−2sσ̃∇x,y

(
y2s−1∂yu1

))
= ∂y∂tu1 − ∂y∇x · (σ∇xu1)− ∂y

{
y1−2s

[
∂y
(
y2s−1∂yu1

)]}
= ∂y

{
∂tu1 − y1−2s∇x,y ·

(
y2s−1σ̃∇x,yu1

)}
= 0,

where we used (3.43.4) in the last identity. This shows u2 solves (3.53.5) as desired. □

From the relation u2(t, x, y) = −y2s−1∂yu1(t, x, y), we have that

−∂yu1(t, x, y) = y1−2su2(t, x, y).

By integrating the above equation on (y,∞), we obtain that

u1(t, x, y) =

ˆ ∞

y

∂µu1(t, x, µ) dµ =

ˆ ∞

y

µ1−2su2(t, x, µ) dµ,

where we assume that limµ→∞ u1(t, x, µ) = 0. This observation allows us to con-

struct the operator (∂t −∇ · σ∇)
1−s

from the operator (∂t −∇ · σ∇)
s
.

3.2. Key functions. In this section, let us introduce important functions, which
play essential roles for our approach. Inspired by Proposition 3.23.2, let us consider
the case u2 = u, where u ∈ Hs(Rn+1) is the solution to (1.11.1), and like u1 to set
another function

w(t, x, y) :=

ˆ ∞

y

µ1−2sũ(t, x, µ) dµ, for y > 0,(3.6)

where ũ ∈ L1,2(Σ; y1−2sdtdxdy) is a solution of (1.61.6) and u ∈ H̃s(WT ) is the solution
of (1.11.1). Here W ⊂ Rn is a bounded open Lipschitz domain. Meanwhile, by (3.63.6),
it can be seen that the function w is finite for every fixed y > 0. Furthermore,
the function w could be as regular as the leading coefficient σ(x) permits. In
addition, we will analyze more detailed regularity estimates in Section 44, and one
can summarize the limit as y → 0 that

v(t, x) = w(t, x, 0), for (t, x) ∈ Rn+1(3.7)

is well-defined. Here the function v will fulfill

(3.8) v ∈ L2(0, T ;H1(Ω)) and ∂tv ∈ L2(0, T ;H−1(Ω)),

where v is given by (1.91.9), and rigorous derivations for the property (3.83.8) will be
given in Section 44.
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In fact, by using Lemma 4.24.2 in the next section, we will see that function w
given by (3.63.6) has sufficient decay with respect to both x and y directions, then it
will reverse the relation described in Proposition 3.23.2. More concretely, via direct
calculation, we can see that w satisfies the equation

∇x,y ·
(
y2s−1σ̃∇x,yw(t, x, y)

)
= y2s−1

ˆ ∞

y

µ1−2s∇ · (σ∇ũ(t, x, µ)) dµ− ∂yũ(t, x, y)

= −y2s−1

ˆ ∞

y

∂µ
(
µ1−2s∂µũ(t, x, µ)

)
dz + y2s−1

ˆ ∞

y

µ1−2s∂tũ(t, x, µ) dµ

− ∂yũ(t, x, y)

= y2s−1∂t

(ˆ ∞

y

µ1−2sũ(t, x, µ) dµ

)
= y2s−1∂tw(t, x, y),

(3.9)

where we used the equation (1.61.6) of ũ so that ũ has appropriate decay at infinity
and the definition (3.63.6). Combined with the computation (3.73.7) and (3.93.9), one can
see that the function w given by (3.63.6) is a solution to{

y2s−1∂tw −∇x,y ·
(
y2s−1σ̃∇x,yw

)
= 0 in Rn+2

+ ,

w(t, x, 0) = v(t, x) in Rn+1.
(3.10)

By using the above equation, combined with (3.13.1), the operator (∂t −∇ · σ∇)
1−s

is characterized as the Neumann data of the problem (3.103.10). In other words, we
have

(∂t −∇ · σ∇)
1−s

v(t, x) = d1−s lim
y→0

y2s−1∂yw(t, x, y)

= −d1−sũ(t, x, 0)

= −d1−su(t, x)

(3.11)

holds formally, where d1−s is a constant given by (3.33.3) when the parameter s is
replaced by 1− s. Moreover, via the semigroup property for the nonlocal parabolic
operator, one can apply the nonlocal operator (∂t −∇ · σ∇)

s
onto (3.113.11), then a

formal computation yields

(∂t −∇ · σ∇) v = −d1−s (∂t −∇ · σ∇)
s
u in Rn+1.

To summarize, when u is the solution to (1.11.1), we have ũ ∈ L1,2(Rn+2
+ ; y1−2sdtdxdy)

and (∂t −∇ · σ∇) v = 0 in ΩT , where ũ is defined in (1.61.6).

4. Regularity estimates of solutions

In this section, we demonstrate that the function v(t, x) defined by (1.91.9), which
has suitable regularity properties. Moreover, with suitable decay estimates at hand,
we can make our arguments hold rigorously.

Proposition 4.1. Let Ω,W ⊂ Rn be bounded open sets with Lipschitz boundaries,
for n ≥ 2 and T > 0. Let u ∈ Hs(Rn+1) with compact support in (Ω ∪W )T and
ũ ∈ L1,2(Rn+2

+ ; y1−2sdtdxdy) be the corresponding solution of the extension problem

(1.61.6). Let w : Rn+2
+ → R be the function given by (3.63.6). Then for y > 0, the function

w ∈ Lm(−T, T ;L∞(Rn)) for any m ∈ [1, 2], and the limit limy→0 w(t, x, y) =
w(t, x, 0) exists with w(t, x, 0) ∈ L2(−T, T ;H1(Rn)). Moreover, there holds that

(4.1) ∥vf∥L2(−T,T ;H1(Rn)) ≲ ∥uf∥Hs(Rn+1) .
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Before showing Proposition 4.14.1, we first prove several decay estimates for the
solution ũ to (1.61.6) with respect to the y-direction.

Lemma 4.2. Let Ω,W ⊂ Rn be bounded open sets with Lipschitz boundaries such
that Ω ∩W = ∅, for n ∈ N and T > 0. Given s ∈ (0, 1), let u ∈ Hs(Rn+1) with

supp(u) ⊂ (Ω ∪W )T , and ũ be the corresponding solution of the extension problem
(1.61.6). Then for any m, q ∈ [1, 2], the function ũ(t, x, y) satisfies the following decay
estimates:

(a)

∥ũ(·, x, y)∥Lm(R) ≲ y−n∥u∥Lm(R;L1(Rn)),

∥∇ũ(·, x, y)∥Lm(R) ≲ y−n−1∥u∥Lm(R;L1(Rn)),
(4.2)

for any (x, y) ∈ Rn+1
+ := Rn × (0,∞).

(b) For 1 ≤ p, q, r ≤ ∞ with 1 + 1
r = 1

p + 1
q , ũ satisfies

∥ũ(·, ·, y)∥Lm(R;Lr(Rn)) ≲ y
n
p −n∥u∥Lm(R;Lq(Rn)),

∥∇x,yũ(·, ·, y)∥Lm(R;Lr(Rn)) ≲ y
n
p −n−1∥u∥Lm(R;Lq(Rn)).

(4.3)

Before proving the lemma, let us offer an auxiliary result, which will be used in
the proof of Lemma 4.24.2.

Lemma 4.3. For any b, A > 0, let fb(A) :=
´∞
0
τ−(b+1)e−

A
4τ dτ , then there holds

(4.4)

ˆ ∞

0

τ−(b+1)e−
A
4τ dτ = fb(1)A

−b.

Proof. By the integration by parts, one has

fb(A) = −
ˆ ∞

0

d

dτ

(
1

b
τ−b

)
e−

A
4τ dτ

=
1

b

ˆ ∞

0

τ−b d

dτ

(
e−

A
4τ

)
dτ

=
A

4b

ˆ ∞

0

τ−(b+2)e−
A
4τ dτ.

Moreover, it is easy to see that f ′b(A) = − 1
4

´∞
0
τ−(b+2)e−

A
4τ dτ . From the preceding

computations, one has

fb(A) = −A
b
f ′b(A),

which implies

f ′b(A)

fb(A)
= − b

A
.

Solving the above ordinary differential equation, one can see that

fb(A) = fb(1)A
−b,

which proves the assertion. □

With the aid of the preceding lemma, we can show Lemma 4.24.2.

Proof of Lemma 4.24.2. For (a)(a), combined with formulas (3.13.1) of ũ and (3.23.2) in Section
33, one has

ũ(t, x, y) = csy
2s

ˆ
Rn

ˆ ∞

0

e−
y2

4τ p(x, z, τ)u(t− τ, z)
dτ

τ1+s
dz,(4.5)
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where p(x, z, τ) denotes the heat kernel satisfying (2.12.1) and cs is a constant de-
pending only on s of the form

(4.6) cs :=
1

22sΓ(s)
.

Hence, with the heat kernel estimate (2.22.2) at hand, we can have the pointwise
estimate∣∣∇ℓ

xũ(t, x, y)
∣∣ ≲ y2s

ˆ
Rn

ˆ ∞

0

∣∣∇ℓ
xp(x, z, τ)

∣∣ e− y2

4τ |u(t− τ, z)| dτ

τ1+s
dz

≲ y2s
ˆ
Rn

ˆ ∞

0

τ−(n+ℓ
2 +1+s)e−(c

|x−z|2
τ + y2

4τ ) |u(t− τ, z)| dτdz,
(4.7)

for ℓ = 0, 1. Note that the right hand side of (4.74.7) can be viewed as a convolution
of space and time variables (one may extend the integrand to be zero in the region
τ ∈ (−∞, 0)).

Recall that the Young’s convolution inequality states

(4.8) ∥f ∗ g∥Lr =

∥∥∥∥ˆ f(ζ)g(ξ − ζ) dζ

∥∥∥∥
Lr

ξ

≤ ∥f∥Lp∥g∥Lq , with 1 +
1

r
=

1

p
+

1

q
,

where ζ, ξ could be either space or time variables in the upcoming applications.
To make our notation more clear, here we use Lr

ξ to denote the Lr Lebesgue norm

with respect to the ξ-variable. Let us take Lm norm in the time variable to (4.74.7),
applying (4.84.8) for the exponents p = 1, q = m ∈ [1, 2] with respect to the time-
variable, then one can have∥∥∇ℓ

xũ(·, x, y)
∥∥
Lm(R)

≲ y2s
ˆ
Rn

{(ˆ ∞

0

τ−(n+ℓ
2 +1+s)e−(c

|x−z|2
τ + y2

4τ ) dτ

)
∥u(·, z)∥Lm(R)

}
dz.

(4.9)

Observing that

(4.10)

ˆ ∞

0

e−(c
|x−z|2

τ + y2

4τ )

τ
n+ℓ
2 +s+1

dτ ≈
(
|x− z|2 + y2

)−n+ℓ
2 −s

as shown in (4.44.4) from Lemma 4.34.3. Inserting (4.94.9) and (4.104.10) into (4.74.7), we obtain∥∥∇ℓ
xũ(·, x, y)

∥∥
Lm(R)

≲ y2s
ˆ
Rn

{(
|x− z|2 + y2

)−n+ℓ
2 −s

∥u(·, z)∥Lm(R)

}
dz,

(4.11)

for ℓ = 0, 1.
Meanwhile, let us point out that the right hand side of (4.114.11) can be regarded

as the convolution with respect to the space variable. Next, applying (4.84.8) again
to the x-variable, for the exponents r = ∞, p = ∞ and q = 1, we have∥∥∇ℓ

xũ(·, ·, y)
∥∥
L1(R;L∞(Rn))

≲ y−n−ℓ∥u∥L1(Rn+1),

where we used the fact that

sup
z∈Rn

(
|z|2 + y2

)−n+ℓ
2 −s

≤ y−n−ℓ−2s,

for ℓ = 0, 1. Similar to the computation (4.114.11), we obtain∥∥∇ℓ
xũ(·, ·, y)

∥∥
Lm(R;Lr(Rn))

≲ yn/p−n−ℓ∥u∥Lm(R;Lq(Rn)),
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for m ∈ [1, 2], where we used the fact that

∥∥∥∥∥ y2s

(|z|2 + y2)
n+ℓ
2 +s

∥∥∥∥∥
Lp(Rn)

≈

(ˆ ∞

0

y2sprn−1

(r2 + y2)p(
n+ℓ
2 +s)

dr

)1/p

≲ yn/p−n−ℓ,(4.12)

for ℓ = 0, 1. This shows (a)(a).
For (b)(b), we can calculate

|∂yũ(t, x, y)| ≲ y2s−1

ˆ
Rn

ˆ ∞

0

p(x, z, τ)e−
y2

4τ |u(t− τ, z)| dτ

τ1+s
dz

+ y2s+1

ˆ
Rn

ˆ ∞

0

p(x, z, τ)e−
y2

4τ |u(t− τ, z)| dτ

τ2+s
dz.

(4.13)

Similar as previous cases, we can make use of the Young’s convolution inequality
again for both terms in the right hand side of (4.134.13), then direct computations yield
that ∥∥∥∥y2s−1

ˆ
Rn

ˆ ∞

0

p(x, z, τ)e−
y2

4τ |u(t− τ, z)| dτ

τ1+s
dz

∥∥∥∥
Lm(R;Lr(Rn))

≲

∥∥∥∥y2s−1

ˆ
Rn

ˆ ∞

0

τ−(n
2 +1+s)e−(c

|x−z|2
τ + y2

4τ )|u(t− τ, z)| dτdz
∥∥∥∥
Lm(R;Lr(Rn))

≲

∥∥∥∥y2s−1

ˆ
Rn

(
|x− z|2 + y2

)−n
2 −s

∥u(·, z)∥Lm(R) dz

∥∥∥∥
Lr(Rn)

≲

∥∥∥∥∥ y2s−1

(|z|2 + y2)
n
2 +s

∥∥∥∥∥
Lp(Rn)

∥u∥Lm(R;Lq(Rn))

≲ yn/p−n−1∥u∥Lm(R;Lq(Rn)),

and similarly,∥∥∥∥y2s+1

ˆ
Rn

ˆ ∞

0

p(x, z, τ)e−
y2

4τ |u(t− τ, z)| dτ

τ2+s
dz

∥∥∥∥
Lm(R;Lr(Rn))

≲

∥∥∥∥y2s+1

ˆ
Rn

(
∥x− z∥2 + y2

)−n
2 −1−s ∥u(·, z)∥Lm(R)

∥∥∥∥
Lm(R;Lr(Rn))

≲ yn/p−n−1∥u∥Lq(Rn),

where we used the fact (4.124.12). This proves the assertion. □

We are ready to prove Proposition 4.14.1.

Proof of Proposition 4.14.1. Since u is suppoted in (Ω ∪W )T , we assume that there
exists a ball BR ⊂ Rn centered at the origin and radius R > 0 such that supp(u) ⊂
[−T, T ]×BR. Let us argue in three steps:

Step 1. Initial regularity.
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By (4.74.7), (4.104.10) and compact condition of supp(u), we have that∣∣∇ℓ
xũ(t, x, y)

∣∣ ≲ y2s
ˆ
Rn

ˆ ∞

0

∣∣∇ℓ
xp(x, z, τ)

∣∣ e− y2

4τ |u(t− τ, z)| dτ

τ1+s
dz

≲ y2s
ˆ
Rn

ˆ ∞

0

τ−(n+ℓ
2 +1+s)e−(c

|x−z|2
τ + y2

4τ ) |u(t− τ, z)| dτdz︸ ︷︷ ︸
By (2.22.2)

≲ y2s
ˆ
Rn

(ˆ ∞

0

τ−2(n+ℓ
2 +1+s)e−2(c

|x−z|2
τ + y2

4τ ) dτ

)1/2

·
(ˆ ∞

0

|u(t− τ, z)|2 dτ
)1/2

dz

≲ y2s
ˆ
Rn

(
|x− z|2 + y2

)−n+ℓ+1+2s
2 ∥u(·, z)∥L2(R) dz︸ ︷︷ ︸

By (4.44.4) as b=n+1+ℓ+2s

,

for ℓ = 0, 1, where we used the Hölder’s inequality and (4.44.4). In further, we can
obtain ∣∣∇ℓ

xũ(t, x, y)
∣∣ ≲ y−n−ℓ−1∥u∥L2(−T,T ;L1(Rn)),

where we used the fact y2s
(
|x− z|2 + y2

)−n+ℓ+1+2s
2 ≤ y−n−ℓ−1 for ℓ = 0, 1. Next,

we want to check that w(t, x, y) is well-defined for y > 0. To this end, we can
estimate the function w for y > 0∣∣∇ℓ

xw(t, x, y)
∣∣ ≤ ˆ ∞

y

µ1−2s
∣∣∇ℓ

xũ(t, x, µ)
∣∣ dµ

≲
ˆ ∞

y

µ1−2s−n−ℓ−1∥u∥L2(−T,T ;L1(Rn)) dµ

≲ y1−2s−n−ℓ∥u∥L2(−T,T ;L1(Rn)),

(4.14)

for ℓ = 0, 1. Since supp(u) is compact and u ∈ Hs(Rn+1), hence, the right hand
side of the estimate (4.144.14) is finite, for a.e., (t, x, y) ∈ Rn+2

+ .

Step 2. L2-estimate for v(t, x) = w(t, x, 0).

First, the Minkowski’s integral inequality implies that(ˆ T

−T

(ˆ ∞

y

µ1−2s |ũ(t, x, µ)| dµ
)m

dt

)1/m

≤
ˆ ∞

y

µ1−2s

(ˆ T

−T

|ũ(t, x, µ)|m dt

)1/m

dµ

=

ˆ ∞

y

µ1−2s ∥ũ(·, ·, µ)∥Lm(−T,T ) dµ,

(4.15)

for m ∈ [1, 2]. By using (4.34.3), we have that∥∥∇ℓ
xw(·, ·, y)

∥∥
Lm(−T,T ;L∞(Rn))

≤
ˆ ∞

y

µ1−2s
∥∥∇ℓ

xũ(t, x, µ)
∥∥
Lm(−T,T ;L∞(Rn))

dµ

≲ ∥u∥Lm(−T,T ;L1(Rn))

ˆ ∞

y

µ1−2s−n−ℓ dµ

≲ y2−2s−n−ℓ∥u∥Lm(−T,T ;L1(Rn)),

(4.16)
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for ℓ = 0, 1 and m ∈ [1, 2]. Here we use that u ∈ Hs(Rn+1) is supported in the

compact set (Ω ∪W )T so that Hs(Rn+1) ⊂ Lm(−T, T ;L1(Rn)) for m ∈ [1, 2], and
∥u∥Lm(R;L1(Rn)) is finite for m ∈ [1, 2].

Next, we want to prove that v(t, x) = w(t, x, 0) ∈ L2(Rn
T ). To do so, our goal is

to upgrade the right hand side of (4.164.16) to be independent of the y-variable. Let
us write

w(t, x, y) =

ˆ ∞

0

µ1−2sũ(t, x, µ)χ(y,∞) dµ ≤
ˆ ∞

0

µ1−2s|ũ(t, x, µ)| dµ.(4.17)

Define E(t, x) :=
´∞
0
µ1−2s|ũ(t, x, µ)| dµ, then it is not hard to see that |v(t, x)| ≤

E(t, x) for all (t, x) ∈ Rn
T . Next, we want to claim E(t, x) < ∞. In order to

get E(t, x) < ∞ for (t, x) ∈ Rn
T almost everywhere (a.e.), we will prove that´

Rn
T
E(t, x)2 dtdx < ∞. To this end, similar to (4.164.16), (4.154.15) and the Fubini’s

theorem give rises to

∥∥∇ℓ
xw(·, x, y)

∥∥
L2(−T,T )

≲
ˆ ∞

y

ˆ
Rn

µ∥u(·, z)∥L2(R)

(|x− z|2 + µ2)
n+ℓ
2 +s

dzdµ︸ ︷︷ ︸
By (4.114.11)

≤
ˆ
Rn

∥u(·, x+ z)∥L2(R)

(ˆ ∞

0

µ

(|z|2 + µ2)
n+ℓ
2 +s

dµ

)
dz

≈
ˆ
Rn

|z|2(1−(n+ℓ
2 +s))∥u(·, x+ z)∥L2(R) dz

=

ˆ
B2R

∥u(·, x+ z)∥L2(R)

|z|n+ℓ+2s−2
dz,

(4.18)

where B2R denotes the ball in Rn of radius 2R > 0 and center at the origin such
that BR ⊃ supp(u). Note that the right hand side of (4.184.18) is independent of y > 0.

From (4.184.18), we will have thatˆ
Rn

T

E(t, x)2 dtdx

≲
ˆ
B2R

ˆ T

−T

E(t, x)2 dtdx+

ˆ
Rn\B2R

ˆ T

−T

E(t, x)2dtdx

≲
ˆ
B2R

∣∣∣∣ˆ
Rn

∥u(·, z)∥L2(R)

|x− z|n+2s−2
dz

∣∣∣∣2 dx+

ˆ
Rn\B2R

∣∣∣∣ˆ
Rn

∥u(·, z)∥L2(R)

|x− z|n+2s−2
dz

∣∣∣∣2 dx
≲
ˆ
Rn

∣∣∣∣ˆ
Rn

∥u(·, z)∥L2(R)χB2R
(x− z)

|x− z|n+2s−2
dz

∣∣∣∣2 dx+ ∥u∥2L2(Rn+1)

≈
∥∥∥∥u(t, ·)∥L2

t (R) ∗
(
χBR

(·)| · |−(n+2s−2)
)∥∥∥2

L2(Rn)
+ ∥u∥2L2(Rn+1)

≲
∥∥∥χB2R

(·) |·|−(n+2s−2)
∥∥∥
L1(Rn)

∥u∥2L2(Rn+1)︸ ︷︷ ︸
By (4.84.8) for r=q=2, p=1

+∥u∥2L2(Rn+1)

≲ ∥u∥2L2(Rn+1),

(4.19)

where R > 0 is a positive constant such that BR ⊃ Ω′. Here we used the integrabil-

ity of the function χB2R
(·) |·|−(n+2s−2)

in the last inequality. Let us point out that
the right hand side of of the estimate (4.194.19) is independent of y ∈ (0,∞), then we
can transfer the estimate (4.174.17) of w(t, x, y) to v(t, x) in L2(Rn+1) as y → 0 by the
Lebesgue dominated convergence theorem.
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Step 3. Gradient L2-estimate.

We want to show that v(t, x) ∈ L2(−T, T ;H1(Ω′)). To this end, let us consider the
case for s ∈ (0, 12 ), and s ∈ [ 12 , 1).

Step 3a. For s ∈ (0, 12 ). By using (4.184.18) as ℓ = 1, then similar computations as in
(4.194.19) yield that

ˆ
Ω′

ˆ T

−T

|∇v(t, x)|2 dtdx ≲
∥∥∥χBR

(·) |·|−(n+2s−1)
∥∥∥
L1(Rn)

∥u∥2L2(Rn+1) <∞,

since |·|−(n+2s−1)
is locally integrable for s ∈ (0, 12 )

11. However, for the case s ∈
[ 12 , 1), the arguments in the previous step is not enough (since |·|−(n+2s−1)

is not

locally integrable for s ∈ [ 12 , 1)), so we need more detailed analysis to find desired
estimates.

Step 3b. For s ∈ [ 12 , 1). We want to claim Proposition 4.14.1 hods true in this case. To
show this, let 0 < R1 < R, with supp(u) ⊂ (BR1)T and consider a time-independent
function g = g(x) ∈ C∞

c (BR) such that 0 ≤ g ≤ 1 and g = 1 in BR1
. Let g̃ = g̃(x, y)

be the extension of g, i.e., g̃ is the solution to

{
∇x,y ·

(
y1−2sσ̃∇x,y g̃

)
= 0 for (x, y) ∈ Rn+1

+ ,

g̃(x, 0) = g(x) for x ∈ Rn,

By [ST10ST10], it is known that g̃ can be expressed by

g̃(x, y) = csy
2s

ˆ
Rn

ˆ ∞

0

e−
y2

4τ p(x, z, τ)g(z)
dτ

τ1+s
dz,

where p(x, z, τ) denotes the heat kernel satisfying (2.12.1) and cs is the constant given
by (4.64.6).

Next, as shown in the proof of Lemma 4.24.2 and the estimate (4.94.9), with (4.54.5) at
hand, we can get

∣∣∣∣(∇w(t, x, y)−∇
(ˆ ∞

y

µ1−2sg̃(x, µ) dµ

)
u(t, x)

)∣∣∣∣
= cs

∣∣∣∣∣
ˆ ∞

y

µ

ˆ
Rn

ˆ ∞

0

e−
µ2

4τ ∇xp(x, z, τ)

τ1+s
[u(t− τ, z)− g(z)u(t, x)] dτdzdµ

∣∣∣∣∣ .

1One can see that
´
BR

|x|−(n+2s−1) dx is bounded for any s ∈ (0, 1
2
) and R > 0
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To proceed, for y > 0, by Fubini’s theorem, we find

ˆ T

−T

∣∣∣∣∇w(·, x, y)−∇
(ˆ ∞

y

µ1−2sg̃(x, µ) dµ

)
u(·, x)

∣∣∣∣2 dt
≲
ˆ T

−T

∣∣∣∣∣
ˆ ∞

y

µ

ˆ
Rn

ˆ ∞

0

e−
µ2

4τ ∇xp(x, z, τ)

τ1+s
|u(t− τ, z)− g(z)u(t, x)| dτdzdµ

∣∣∣∣∣
2

dt

≈
ˆ T

−T

∣∣∣∣ˆ
Rn

ˆ ∞

0

(ˆ ∞

y

µ

2τ
e−

µ2

4τ dµ

)
∇xp(x, z, τ)

τs
|u(t− τ, z)− g(z)u(t, x)| dτdz

∣∣∣∣2 dt
≤
ˆ T

−T

∣∣∣∣ˆ
Rn

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− g(z)u(t, x)| dτdz
∣∣∣∣2 dt︸ ︷︷ ︸

We use
´∞
y

µ
2τ e−

µ2

4τ dµ=e−
y2

4τ ≤1, for any τ,y>0

≲
ˆ T

−T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, x)| dτdz
∣∣∣∣2 dt︸ ︷︷ ︸

supp(u) ⊂ (BR1
)T and g(z) = 1 for z ∈ BR1

.

(4.20)

By using the triangle inequality |u(t− τ, z)− u(t, x)| ≤ |u(t− τ, z)− u(t, z)| +
|u(t, z)− u(t, x)|, we have

ˆ T

−T

∣∣∣∣∇w(·, x, y)−∇
(ˆ ∞

y

µ1−2sg̃(x, µ) dµ

)
u(·, x)

∣∣∣∣2 dt ≲ J1 + J2,

where

J1 :=

ˆ T

−T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, z)| dτdz
∣∣∣∣2 dt,

J2 :=

ˆ T

−T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t, z)− u(t, x)| dτdz
∣∣∣∣2 dt.

Our remaining task is to estimate J1 and J2.

Step 3b-1. Estimate for J1: We consider the quantity
(´

Ω′ J1 dx
)1/2

. By Minkowski’s
integral inequality

(ˆ
Ω′

ˆ T

−T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, z)| dτdz
∣∣∣∣2 dtdx

)1/2

≲
ˆ
BR

(ˆ T

−T

ˆ
Ω′

∣∣∣∣ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, z)| dτ
∣∣∣∣2 dxdt

)1/2

dz.
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For the integrand in the preceding inequalities, direct computations yield that

ˆ T

−T

ˆ
Ω′

∣∣∣∣ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, z)| dτ
∣∣∣∣2 dxdt

=

ˆ T

−T

ˆ
Ω′

(ˆ ∞

0

|∇xp(x, z, τ)|
τ

s−1
2

|u(t− τ, z)− u(t, z)|
τ

1+s
2

dτ

)2

dxdt

≤
ˆ T

−T

ˆ
Ω′

(ˆ ∞

0

|∇xp(x, z, τ)|2

τs−1
dτ

)(ˆ ∞

0

|u(t− τ, z)− u(t, z)|2

τ1+s
dτ

)
dxdt

≲
ˆ T

−T

ˆ
Ω′

(ˆ ∞

0

e−c
|x−z|2

τ τ−(n+s) dτ

)
︸ ︷︷ ︸

By (2.22.2) as ℓ = 1

(ˆ ∞

0

|u(t− τ, z)− u(t, z)|2

τ1+s
dτ

)
dxdt

≲
ˆ
Ω′

{
1

|x− z|2(n+s−1)

(ˆ T

−T

ˆ ∞

0

|u(t− τ, z)− u(t, z)|2

τ1+s
dτdt

)}
dx

≲

(ˆ
Ω′

1

|x− z|2(n+s−1)
dx

)
∥u(·, z)∥2Hs/2(R).

Thus, we obtain that

(ˆ
Ω′
J1 dx

)1/2

≲
ˆ
BR

(ˆ T

−T

ˆ
Ω′

∣∣∣∣ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t− τ, z)− u(t, z)| dτ
∣∣∣∣2 dxdt

)1/2

dz

≤
ˆ
BR


(ˆ

Ω′

1

|x− z|2(n+s−1)
dx

)1/2

∥u(·, z)∥Hs/2(R)

 dz

≤

(ˆ
BR

ˆ
Ω′

1

|x− z|2(n+s−1)
dxdz

)1/2(ˆ
BR

∥u(·, z)∥2Hs/2(R) dz

)1/2

︸ ︷︷ ︸
By Hölder’s inequality

≲

(ˆ
BR

∥u(·, z)∥2Hs/2(R)dz

)1/2

≤ ∥u∥Hs(Rn+1),

(4.21)

where we used the fact

ˆ
BR

ˆ
Ω′

1

|x− z|2(n+s−1)
dxdz <∞

in the above computations.
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Step 3b-2. Estimate for J2: By a straightforward calculation, we can have that

ˆ T

−T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t, z)− u(t, x)| dτdz
∣∣∣∣2 dt

≲
ˆ T

−T

∣∣∣∣ˆ
BR

(ˆ ∞

0

e−c
|x−z|2

τ τ−(n+1
2 +s) dτ

)
|u(t, z)− u(t, x)| dz

∣∣∣∣2︸ ︷︷ ︸
By (2.22.2) as k = 1

dt

≲
ˆ T

−T

∣∣∣∣∣
ˆ
BR

|u(t, z)− u(t, x)|
|x− z|n+2s−1 dz

∣∣∣∣∣
2

dt︸ ︷︷ ︸
By (4.44.4)

≤
ˆ T

−T

(ˆ
BR

|u(t, z)− u(t, x)|2

|x− z|n+2s dz

)(ˆ
BR

1

|x− z|n+2s−2 dz

)
︸ ︷︷ ︸

This is bounded

dt

≲
ˆ T

−T

ˆ
BR

|u(t, z)− u(t, x)|2

|x− z|n+2s dzdt.

Therefore,

(ˆ
Ω′
J2 dx

)1/2

≲

(ˆ
Ω′

T

∣∣∣∣ˆ
BR

ˆ ∞

0

|∇xp(x, z, τ)|
τs

|u(t, z)− u(t, x)| dτdz
∣∣∣∣2 dtdx

)1/2

≲

(ˆ T

−T

ˆ
Ω′

ˆ
BR

|u(t, z)− u(t, x)|2

|x− z|n+2s dzdxdt

)1/2

≤

(ˆ T

−T

∥u(t, ·)∥2Hs(Rn) dt

)1/2

≲ ∥u∥Hs(Rn+1),

(4.22)

where we used Hs(Rn) = W s,2(Rn) denotes the fractional Sobolev space of order
s, which is characterized in [McL00McL00, Section 3] for instance. Therefore, combined
with (4.204.20), (4.214.21) and (4.224.22), we can conclude that
(4.23)∥∥∥∥(∇w(t, x, y)−∇

(ˆ ∞

y

µ1−2sg̃(x, µ) dµ

)
u(t, x)

)∥∥∥∥
L2(Ω′

T )

≲ ∥u∥Hs(Rn+1) <∞,

for any bounded open set Ω′ ⊂ Rn and for any y > 0 as we want. Note that the
upper bound of (4.234.23) is independent of y > 0.

The goal is to estimate ∥∇w(·, ·, 0)∥L2(Ω′
T ). To this end, we observe that

∥∥∥∥∇(ˆ ∞

0

µ1−2sg̃(x, µ) dµ

)
u(t, x)

∥∥∥∥
L2(Ω′

T )

≲ ∥u∥L2(Ω′
T )

∥∥∥∥∇(ˆ ∞

0

µ1−2sg̃(x, µ) dµ

)∥∥∥∥
L∞(Ω′)
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by the Hölder’s inequality. Note that the function
´∞
0
µ1−2sg̃(x, µ) dµ is time-

independent, and

(4.24)

∥∥∥∥∇(ˆ ∞

0

µ1−2sg̃(x, µ) dµ

)∥∥∥∥
L∞(Ω′)

<∞

as shown in the proof of [CGRU23CGRU23, Proposition 6.1]. In particular, we will prove
that (4.244.24) for n ≥ 2 in the next step. Hence, with these estimates at hand, we can
obtain that

∥∇w(·, ·, 0)∥L2(Ω′
T )

≤ lim
y→0

∥∥∥∥(∇w(t, x, y)−∇
(ˆ ∞

y

µ1−2sg̃(x, µ) dµ

)
u(t, x)

)∥∥∥∥
L2(Ω′

T )

+

∥∥∥∥∇(ˆ ∞

0

µ1−2sg̃(x, µ) dµ

)
u(t, x)

∥∥∥∥
L2(Ω′

T )

≲ ∥u∥Hs(Rn+1) <∞,

(4.25)

which proves the desired estimate.

Step 4. Auxiliary estimate.

Let us explain that (4.244.24) holds for s ∈ [ 12 , 1) and for all n ≥ 2 for the sake of
self-containedness. To this end, our goal is to prove∣∣∣∣∇x

ˆ ∞

0

ˆ
Rn

ˆ ∞

0

p(x, z, τ)µe−
µ2

4τ
dτ

τ1+s
g(z) dzdµ

∣∣∣∣ <∞,

which is equivalent to show

(4.26)

∣∣∣∣∇x

ˆ
BR

g(z)

ˆ ∞

0

τ−sp(x, z, τ) dτdz

∣∣∣∣ <∞,

where we used
∣∣∣´∞0 µ

2τ e
−µ2

4τ dµ
∣∣∣ ≤ 1. To this end, we investigate

−
ˆ
BR

g(z)

ˆ ∞

ϵ

τ−sp(x, z, τ) dτdz

≈ −
ˆ
BR

g(z)

ˆ ∞

ϵ

∂τ
(
τ1−s

)
p(x, z, τ) dτdz

= ϵ1−s

ˆ
BR

g(z)p(x, z, ϵ) dz −
ˆ
BR

g(z) lim
τ→∞

τ1−sp(x, z, τ) dz︸ ︷︷ ︸
(∗)

+

ˆ
BR

g(z)

ˆ ∞

ϵ

τ1−s∂τp(x, z, τ) dτdz

:= L1 + L2,

(4.27)

where

L1 := ϵ1−s

ˆ
BR

g(z)p(x, z, ϵ) dz,

L2 :=

ˆ
BR

g(z)

ˆ ∞

ϵ

τ1−s∂τp(x, z, τ) dτdz.

Note that (∗) = 0 in (4.274.27) can be observed by∣∣∣ lim
τ→∞

τ1−s∇l
x p(x, z, τ)

∣∣∣ ≲ lim
τ→∞

τ1−s−n+l
2 e−c

|x−z|2
τ ≤ lim

τ→∞
τ−s = 0,

for any n ≥ 2 and l = 0, 1.
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For L1, we first note thatˆ
BR

g(z)p(x, z, ϵ) dz → g(x) as ϵ→ 0,

and hence

ϵ1−s

ˆ
BR

g(z)p(x, z, ϵ) dz → 0 as ϵ→ 0, for s ∈ [
1

2
, 1).

For L2, by using the equation of the heat kernel p(x, z, τ), one can see thatˆ
BR

g(z)

ˆ ∞

ϵ

τ1−s∂τp(x, z, τ) dτdz

=

ˆ
BR

g(z)

ˆ ∞

ϵ

τ1−s (∇z · σ(z)∇zp(x, z, τ)) dτdz

=

ˆ
BR

g(z)

(
∇z · σ(z)∇z

ˆ ∞

ϵ

τ1−sp(x, z, τ)

)
dτdz

=

ˆ
BR\BR1

(∇z · σ(z)∇zg(z))

ˆ ∞

ϵ

τ1−sp(x, z, τ) dτdz︸ ︷︷ ︸
By integration by part twice and g(z) = 1 in BR1

.

(4.28)

Moreover, applying another heat kernel estimate |∂τp(x, z, τ)| ≲ 1

τ
n
2

+1 e
−c

|x−z|2
τ

from [Gri95Gri95, equation (0.6)], the integrand in the left hand side of (4.284.28) has an
upper bound that

τ1−s |∂τp(x, z, τ)| ≲
1

τ
n
2 +1

e−c
|x−z|2

τ ≤ 1

τ
n
2 +1

,

which is integrable for τ > ϵ.
In addition, we also observe that for a.e. z ∈ BR, then there holds

|∇z · σ(z)∇zg(z)|
∣∣∣∣ˆ ∞

ϵ

τ1−sp(x, z, τ) dτ

∣∣∣∣
≲ |∇z · σ(z)∇zg(z)|

ˆ ∞

ϵ

τ1−s−n
2 e−c

|x−z|2
τ dτ

≲
|∇z · σ(z)∇zg(z)|
|x− z|n+2s−4 ,

where the right hand sides of the above bounds are integrable functions of z due
to the support and smooth conditions of g. Hence, back to the relation (4.274.27), the
Lebesgue dominated convergence theorem yields thatˆ

BR

g(z)

ˆ ∞

0

τ−sp(x, z, τ) dτdz

≈
ˆ
BR\BR1

∇z · σ(z)∇zg(z)

ˆ ∞

0

τ1−sp(x, z, τ) dτdz.

With preceding arguments at hand, we now study (4.264.26). Let us note that there
exists a δ > 0 such that |x− z| > δ for all z ∈ BR \BR1 . Therefore,∣∣(∇z · σ(z)∇zg(z)) τ

1−s∇xp(x, z, τ)
∣∣ ≲ |∇z · σ(z)∇zg(z)| τ−s−n

2 |x− z| e−c
|x−z|2

τ

≲ |∇z · σ(z)∇zg(z)| τ−s−n
2 |x− z| e−c δ2

τ ,

and ˆ
BR\BR1

ˆ ∞

0

|∇ · σ∇g| τ−s−n
2 e−c δ2

τ dτdz ≲
ˆ
BR\BR1

|∇ · σ∇g| dz <∞.



NONLOCAL PARABOLIC INVERSE PROBLEMS 23

As a result, it is not hard to see (4.264.26) is bounded as we want.

Step 5. Exterior H1 estimate.

By using the compact support condition of u ∈ Hs(Rn+1), the Minkowski’s integral
inequality yields that

∥∥∇ℓv(·, x)
∥∥
L2(−T,T )

≤

(ˆ T

−T

(ˆ ∞

0

y1−2s
∣∣∇ℓũ(·, x, y)

∣∣ dy)2

dt

)1/2

≤
ˆ ∞

0

y1−2s
∥∥∇ℓũ(·, x, y)

∥∥
L2(−T,T )

dy

≲
ˆ
BR

ˆ ∞

0

y∥u(·, z)∥L2(R)

(|x− z|2 + y2)
n+ℓ
2 +s

dydz︸ ︷︷ ︸
By (4.114.11) and support of u

≲
ˆ
BR

∥u(·, z)∥L2(R)

|x− z|n+ℓ+2s−2
dz.

(4.29)

Therefore, we can obtain

∥∥∇ℓv
∥∥2
L2((Rn\B2R)T )

≲
ˆ
Rn\B2R

(ˆ
BR

∥u(·, z)∥L2(R)

|x− z|n+ℓ+2s−2
dz

)2

dx ≲ ∥u∥2L2(Rn+1),

for ℓ = 0, 1, where we used the fact that x ∈ Rn \ B2R and z ∈ BR, so that
|x− z| ≥ R > 0.

Step 6. Conclusion.

With the local estimate (4.254.25) (replacing Ω′ by B2R) at hand, we also have

(4.30) ∥∇v∥L2(−T,T ;H1(B2R)) ≲ ∥u∥Hs(Rn+1).

We can obtain the desired estimate (4.14.1) by combining (4.294.29) and (4.304.30). This
proves the assertion of Proposition 4.14.1. □

5. The key equation

With rigorous analysis in Section 44 at hand, we can obtain the next result, which
also makes the computations shown in Section 3.23.2 rigorously. On the other hand,
the equation of v plays a key role to prove Theorem 1.11.1.

Lemma 5.1. Given s ∈ (0, 1) and n ∈ N, let σ̃ ∈ C2(Rn;R(n+1)×(n+1)) be of the
form (1.71.7). Let ũ ∈ L1,2(Rn+2

+ ; y1−2sdtdxdy) be the extension of u ∈ Hs(Rn+1) (see

(1.61.6)) such that supp(u) ⊂ Rn+1 is compact. Assume that v ∈ L2(−T, T ;H1(Ω′))
with ∂tv ∈ L2(−T, T ;H−1(Ω′)) for some bounded open Lipschitz set Ω′ ⊂ Rn, where
v is given by (1.91.9). Then v is a weak solution to

(∂t −∇ · σ∇) v = (∂t −∇σ∇)
s
u in Ω′

T ,

in the weak senseˆ
Ω′

T

(v∂tφ− σ(x)∇v · ∇φ) dtdx =

ˆ
Rn+1

φ lim
y→0

z1−2s∂yũ(t, x, y) dtdx,(5.1)

for any test function φ ∈ C∞
c (Ω′

T ).

Remark 5.2. The right hand side in (5.15.1)ˆ
Rn+1

φ lim
y→0

y1−2s∂yũ(t, x, y) dtdx
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is understood as Hs(Rn+1)-H−s(Rn+1) duality pairing, which is well-defined since
the limit limy→0 y

1−2s∂yũ(t, x, y) dxdt ∈ H−s(Rn+1) due to Proposition 3.13.1 as u ∈
Hs(Rn+1).

Proof of Lemma 5.15.1. Since v is given by (1.91.9), we have

ˆ
Ω′

T

(v∂tφ− σ(x)∇v · ∇φ) dtdx

=

ˆ
Rn+1

((ˆ ∞

0

y1−2sũ dy

)
∂tφ− σ(x)∇

(ˆ ∞

0

y1−2sũ dy

)
· ∇φ

)
dtdx

= lim
k→∞

ˆ
Rn+1

(ˆ ∞

0

y1−2sũηk(y) dy

)
∂tφdtdx

− lim
k→∞

ˆ
Rn+1

σ(x)

(
∇
ˆ ∞

0

y1−2sũηk(y) dy

)
· ∇φdxdt,

(5.2)

for any test function φ ∈ C∞
c ([−T, T ] × Ω′). Here ηk(y) = η(y/k), where η :

[0,∞) → R is a smooth function fulfilling η(y) =

{
1 for 0 ≤ y < 1

0 for y ≥ 2
. Notice that

the convergences (5.25.2) follow from the fact that∥∥∥∥∣∣∣∣ˆ ∞

0

y1−2sũ (1− ηk(y)) dy

∣∣∣∣ |∂tφ|∥∥∥∥
L1(Ω′

T )

≲
ˆ ∞

k

y1−2s∥ũ∥L1(R;L∞(Rn)) dy

≲
ˆ ∞

k

y1−2sy−n∥u∥L1(R;L1(Rn)) dy︸ ︷︷ ︸
By (4.34.3) as m = q = 1 and r = p = ∞

≤ k2−2s−n∥u∥L1(R;L1(Rn))

≲ k2−2s−n∥u∥L2(Rn+1),

where we used that the support condition supp(u) is compact. Similarly, we can
also deduce ∥∥∥∥σ(x)∇(ˆ ∞

0

y1−2sũ (1− ηk(y)) dy

)
· ∇φ

∥∥∥∥
L1(Ω′

T )

≲
ˆ ∞

k

y1−2s∥∇ũ∥L1(R;L∞(Rn)) dy

≲
ˆ ∞

k

y1−2sy−n−1∥u∥L1(R;L1(Rn)) dy

≤ k1−2s−n∥u∥L1(R;L1(Rn))

≲ k1−2s−n∥u∥L2(Rn+1).

Therefore, by the preceding estimates, one can get the convergence

ˆ ∞

0

y1−2sũηk(y) dy →
ˆ ∞

0

y1−2sũ dy,

∇
ˆ ∞

0

y1−2sũηk(y) dy → ∇
ˆ ∞

0

y1−2sũ dy,

in L2(Ω′
T ) as k → ∞.

Using the regularity of ũ ∈ L1,2(Rn+2
+ ; y1−2sdtdxdy) and considering the dif-

ference quotient, Lebesgue dominated convergence theorem and Fubini’s theorem
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imply that ˆ
Rn+1

σ∇
(ˆ ∞

0

y1−2sũ(t, x, y)ηk(y) dy

)
· ∇φdtdx

=

ˆ ∞

0

ˆ
Rn+1

y1−2sσ∇ũ(t, x, y) · ∇ (φ(t, x)ηk(y)) dtdxdy.

Since ũ is a solution to (1.61.6), by taking limit as k → ∞ of the preceding equality,
an integration by parts yields that

lim
k→∞

ˆ ∞

0

ˆ
Rn+1

y1−2sσ∇ũ(t, x, y) · ∇ (φ(t, x)ηk(y)) dtdxdy

= − lim
k→∞

ˆ ∞

0

ˆ
Rn+1

∇ ·
(
y1−2sσ∇ũ(t, x, y)

)
(φ(t, x)ηk(y)) dtdxdy

= lim
k→∞

ˆ ∞

0

ˆ
Rn+1

∂y
(
y1−2s∂yũ(t, x, y)

)
(φ(t, x)ηk(y)) dtdxdy

− lim
k→∞

ˆ ∞

0

ˆ
Rn+1

y1−2s∂tũ(t, x, y) (φ(t, x)ηk(y)) dtdxdy

= − lim
k→∞

ˆ ∞

0

ˆ
Rn+1

y1−2s∂yũ(t, x, y)∂y (φ(t, x)ηk(y)) dtdxdy

−
ˆ
Rn+1

lim
y→0

y1−2s∂yũ(t, x, y)φ(t, x) dtdx

+ lim
k→∞

ˆ
Rn+1

(ˆ ∞

0

y1−2sũηk(y) dy

)
∂tφdtdx.

Now, it suffices to show

lim
k→∞

ˆ ∞

0

ˆ
Rn+1

y1−2s∂yũ(t, x, y)∂y (φ(t, x)ηk(y)) dtdxdy = 0.

To this end, one has that∣∣∣∣ˆ ∞

0

ˆ
Rn+1

y1−2s∂yũ(t, x, y)φ(t, x)∂yηk(y) dtdxdy

∣∣∣∣
≤
ˆ 2k

k

ˆ
Rn+1

y1−2s |∂yũ(t, x, y)| |φ(t, x)| |∂yηk(y)| dtdxdy

≲
1

k
∥φ∥L∞(Rn+1)

ˆ 2k

k

y1−2s ∥∂yũ(·, ·, y)∥L1(R;L1(Rn)) dy︸ ︷︷ ︸
By |∂yηk(y)|≲1/k for y>0

≲
1

k

ˆ 2k

k

y1−2sy−1∥u∥L1(Rn+1) dy︸ ︷︷ ︸
By (4.34.3) as m = 1, r = p = 1 and q = 1

≲ k−2s

→ 0 as k → ∞.

where we utilized the compact support condition for the functions u, φ and η. This
proves the assertion. □

With Lemma 5.15.1 and the regularity results for the function v at hand, we can
conclude the next result.

Theorem 5.3 (Key equation). Let s, n, σ̃ satisfy the assumptions in Lemma 5.15.1.
Suppose that Ω,W ⊂ Rn are nonempty, bounded and open sets with Lipschitz
boundaries such that Ω ∩W = ∅. Let uf ∈ Hs(Rn+1) be the unique solution to
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(1.11.1) with the exterior data f ∈ H̃s(WT ), and let ũ ∈ L1,2(Rn+2
+ ; y1−2sdtdxdy)

be the extension of uf . Let v be given by (1.91.9), then v ∈ L2(0, T ;H1(Ω)) with
∂tv ∈ L2(0, T ;H−1(Ω)) is a weak solution to

(∂t −∇ · σ∇) v = 0 in ΩT ,

which is equivalent to ˆ
ΩT

(v∂tφ− σ∇v · ∇φ) dtdx = 0,

for any φ ∈ C∞
c (ΩT ).

6. Density approach

In this section, we want to show that the Cauchy data which are generated from
the nonlocal parabolic equation form a dense set in the set of the Cauchy data for
the local parabolic equation. The main tool is by using the property of the function
v given by (1.91.9).

Proposition 6.1. Given s ∈ (0, 1) and n ≥ 2, let σ̃ ∈ C2(Rn;R(n+1)×(n+1)) be of
the form (1.71.7) with σ = Id in Ωe. Suppose that Ω,W ⊂ Rn are nonempty, bounded
and open sets with Lipschitz boundaries such that Ω∩W = ∅. Let ũf = ũf (t, x, y) ∈
L1,2(Rn+2

+ ; y1−2sdtdxdy) be the weak solution of
y1−2s∂tũf −∇x,y ·

(
y1−2sσ̃(x)∇x,yũf

)
= 0 in Rn+2

+ ,

ũf (t, x, 0) = f on (Ωe)T ,

lim
y→0

y1−2s∂yũf = 0 in ΩT ,

where f = f(t, x) ∈ C∞
c (WT ). Consider the sets

V :=

{
vf (t, x) :=

ˆ ∞

0

y1−2sũf (t, x, y) dy, for f ∈ C∞
c (WT )

}
,

V ′ :=
{
v|(∂Ω)T : v ∈ V

}
,

then V ′ = L2(−T, T ;H1/2(∂Ω)).

Remark 6.2. It is worth mentioning that we make use the condition σ = Id in
Ωe in Proposition 6.16.1 to connect the nonlocal and the local information. On the
other hand, we do not need this condition in the study of the pure nonlocal parabolic
operators.

6.1. A formal proof for the density result. With the expression formula (4.54.5)
at hand, for any t ≤ −T , we can have an initial data condition that

ũf (t, x, y) = csy

ˆ
Rn

ˆ ∞

0

e−
y2

4τ p(x, z, τ)uf (t− τ, z)
dτ

τ1+s
dz = 0,(6.1)

for t ≤ −T , where we utilized the fact that uf is the solution to (1.11.1) whereas
u(t− τ, x) ≡ 0 for τ > 0 and t ≤ −T .

Sketch proof of Proposition 6.16.1 for s = 1/2 and σ = Id. As s = 1/2 and σ = Id,
recalling that there holds the condition (6.16.1), and the rest of the proof is divided
into three steps:

Step 1. Interior denseness.

We first prove that the set V ⊂ L2(−T, T ;H1(Ω)) is dense in the set D, where

D := {v ∈ L2(−T, T ;H1(Ω)) : (∂t −∆) v = 0 in ΩT and v(−T, x) = 0 in Ω}

stands for the solution space. By the Hahn-Banach theorem, it is enough to show

that if ψ ∈ L2(−T, T ; H̃−1(Ω)) such that ψ(vf ) = 0 for all f ∈ C∞
c (WT ), then
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there holds ψ(v) = 0 for all v ∈ D. In what follows, for ψ ∈ L2(−T, T ; H̃−1(Ω)).
Consider an auxiliary adjoint problem

(∂t +∆x,y)w = ψ in Rn
T × (0,∞),

w = 0 in (Ωe)T × {0},
∂yw = 0 in ΩT × {0},
w(t, x, y) = 0 for (x, y) ∈ Rn+1

+ , t ≥ T.

(6.2)

The (weak) solvability of the backward heat equation (6.26.2) can be seen by reversing
the time-variable that t 7→ −t for t ∈ [−T, T ], which will be described in Lemma
6.46.4 for general cases. Since the function ψ does not have the decay property with
respect to the y-variable, By the duality and Fubini’s theorem, an integration by
parts formula yields that

0 = ψ(vf )

=

〈
ψ,

ˆ ∞

0

ũf (t, x, y) dy

〉
L2(−T,T ;H̃−1(Ω))×L2(−T,T ;H1(Ω))

=

ˆ ∞

0

ˆ
Rn

ˆ T

−T

ũfψ dtdxdy︸ ︷︷ ︸
By the equation (6.26.2)

=

ˆ
Rn

ˆ T

−T

ũf∂yw(t, x, 0) dtdx−
ˆ ∞

0

ˆ
Rn

ˆ T

−T

∇x,yũf · ∇x,yw dtdxdy

+

ˆ ∞

0

ˆ
Rn

ˆ T

−T

ũf∂tw dtdxdy

=

ˆ
WT

f∂yw(t, x, 0) dtdx+

ˆ
Rn

ˆ T

−T

w(t, x, 0)∂yũf (t, x, 0) dtdx︸ ︷︷ ︸
=0 since

w(t, x, 0) = 0 in (Ωe)T

∂yũf (t, x, 0) = 0 in ΩT

−
ˆ ∞

0

ˆ
Rn

ˆ T

−T

w (∂tũf −∆x,yũf ) dtdxdy︸ ︷︷ ︸
Integration by parts w.r.t t and w(T,x,y)=ũf (−T,x,y)=0

=

ˆ
WT

f∂yw(t, x, 0) dtdx,

(6.3)

where we used that ũf satisfies (1.61.6) in the last equality as s = 1/2. We want to
emphasize that for the rigorous argument, one needs to introduce suitable cutoff
functions to utilize the equation given by (6.26.2).

Step 2. Hahn-Banach approach.

Since f ∈ C∞
c (WT ) can be arbitrary, by the equality (6.36.3), one must have that

∂yw = 0 on WT ×{0}, where w is a solution to (6.26.2). By the UCP for second order
parabolic equations (for example, see [Sog90Sog90])22, we obtain that

w(t, x, y) ≡ 0 for (t, x, y) ∈ (−T,∞)× Ωe × (0,∞),(6.4)

which will be used to prove the Hahn-Banach approach.

2Since w = ∂yw = 0 on WT × {0}, one can extend w by zero to WT × {y ≤ 0} and apply the

classical UCP for parabolic equations.
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Let v ∈ D ⊂ L2(−T, T ;H1(Ω)) and β ∈ C∞
c (0,∞) such that

β ≥ 0,

ˆ ∞

0

β(y) dy = 1 and supp(β) ⊂ (1, 2).

Let us set βk(y) := 1/kβ(y/k), for k ∈ N. Recalling that ψ ∈ L2(−T, T ; H̃−1(Ω))
and v ∈ D, one has

− ψ(v)

= −ψ
(ˆ ∞

0

βk(y)v dy

)
= − lim

k→∞
ψ

(ˆ ∞

0

βk(y)v dy

)
= lim

k→∞

{ˆ ∞

0

ˆ
ΩT

[∇x,y (vβk) · ∇x,yw − (vβk) ∂tw] dtdxdy

}
︸ ︷︷ ︸

By (6.26.2) and integration by parts

= lim
k→∞

[ˆ
ΩT

∇v · ∇
(ˆ ∞

0

βkw dy

)
dtdx+

ˆ ∞

0

ˆ
ΩT

v∂yβk∂yw dtdxdy

+

ˆ ∞

0

ˆ
ΩT

(wβk) ∂tv dtdxdy

]
= lim

k→∞

[ˆ
(∂Ω)T

(∇v · ν)
(ˆ ∞

0

βkw dy

)
dtdSx +

ˆ ∞

0

ˆ
ΩT

v∂yβk∂yw dtdxdy

]
︸ ︷︷ ︸

Since v∈D

= lim
k→∞

ˆ ∞

0

ˆ
ΩT

v∂yβk∂yw dtdxdy,

where all boundary integrals vanish due to the condition (6.46.4). Therefore, it suffices
to show

lim
k→∞

ˆ ∞

0

ˆ
ΩT

v∂yβk∂yw dtdxdy = 0.

To this end, by the definition of ζk, one has

lim
k→∞

ˆ ∞

0

ˆ
ΩT

v∂yβk∂yw dtdxdy = lim
k→∞

(
k−2

ˆ 2k

k

ˆ
ΩT

v∂yβ∂yw dtdxdy

)
= 0,

which proves the density V ⊂ L2(−T, T ;H1(Ω)) in D formally. In order to make
the preceding derivation rigorously, we need to check that the solution w of (6.26.2)
possesses appropriate bounds and decay.

Step 3. Boundary denseness.

The denseness of V ′ can be seen via trace estimates from L2(−T, T ;H1(Ω)) to
L2(−T, T ;H1/2(∂Ω)). □

Remark 6.3. We usually consider parabolic problems as initial-boundary value
problems. However, for the extension problem (1.61.6), there is no initial condition
proposed with respect to the time-variable. As a matter of fact, suppose that the
past time information uf (t, x) = 0 for t ≤ −T , where uf is the solution to the
equation (1.11.1), then (6.16.1) holds for the extension problem (1.61.6). This implies that
the extension problem (1.61.6) contains an initial data implicitly, which comes from
the past time information of (1.11.1).

In next subsection, we will make all computations in the subsection rigorously
for the case s ∈ (0, 1) and σ ∈ C2(Rn;Rn×n) fulfilling the condition (1.21.2).



NONLOCAL PARABOLIC INVERSE PROBLEMS 29

6.2. A rigorous proof for the density result. Let us begin with the well-posed
of a generalized version of (6.26.2).

Lemma 6.4 (Solvability). Given s ∈ (0, 1) and n ≥ 2, let σ̃ ∈ C2(Rn;R(n+1)×(n+1))
be of the form (1.71.7). Let Ω ⊂ Rn be a bounded open set with Lipschitz boundary

∂Ω. Given ψ ∈ L2(−T, T ; H̃−1(Ω)), consider the problem

(6.5)


y1−2s∂tw −∇x,y ·

(
y1−2sσ̃∇x,y

)
w = y1−2sψ in Rn

T × (0,∞),

w = 0 in (Ωe)T × {0},
lim
y→0

y1−2s∂yw = 0 in ΩT × {0},

w(t, x, y) = 0 for (x, y) ∈ Rn+1
+ , t ≤ −T.

Then there exists a solution w ∈ L1,2(Rn+2
+ ; y1−2sdtdxdy) of (6.56.5) such thatˆ

Rn+2
+

y1−2s (−w∂tφ+ σ̃∇x,yw · ∇x,yφ) dtdxdy

=

〈
ψ,

ˆ ∞

0

y1−2sφ(t, x, y) dy

〉
L2(−T,T ;H̃−1(Ω))×L2(−T,T ;H1(Ω))

,

for any φ ∈ L1,2
c,0(R

n+2
+ ; y1−2sdtdxdy), where

L1,2
c,0(R

n+2
+ ; y1−2sdtdxdy)

:=

{
φ ∈ L1,2(Rn+2

+ ; y1−2sdtdxdy) : φ(·, x, y) ∈ Hs/2(R) for (x, y) ∈ Rn+1
+ ,

φ(t, ·, ·) has compact support in Rn+1
+ , for any t ∈ [−T, T ],

φ(t, x, y) = 0 for t ≥ T and (x, y) ∈ Rn+1
+ , φ|(Ωe)T×{0} = 0

}
.

(6.6)

Remark 6.5. It is known that limy→0 y
1−2s∂yw ∈ H−s(Rn+1) by the regularity of

w. As a matter of fact, we can obtain thatˆ
Rn+2

+

y1−2s (−w∂tφ+ σ̃∇x,yw · ∇x,yφ) dtdxdy

=

〈
ψ,

ˆ ∞

0

y1−2sφ(t, x, y) dy

〉
L2(−T,T ;H̃−1(Ω))×L2(−T,T ;H1(Ω))

+

ˆ
Rn+1

φ(t, x, 0) lim
y→0

y1−2s∂yw dtdx,

(6.7)

for any φ ∈ L1,2
c (Rn+2

+ ; y1−2sdtdxdy), where

L1,2
c (Rn+2

+ ; y1−2sdtdxdy)

:=

{
φ ∈ L1,2(Rn+2

+ ; y1−2sdtdxdy) : φ(·, x, y) ∈ Hs/2(R) for (x, y) ∈ Rn+1
+ ,

φ(t, ·, ·) has compact support in Rn+1
+ , for any t ∈ [−T, T ],

φ(t, x, y) = 0 for t ≥ T and (x, y) ∈ Rn+1
+

}
.

We also point out that the last term in (6.76.7) makes sense due to the fact φ ∈
L1.2
c (Rn+2

+ ; y1−2sdtdxdy). As a matter of fact, we will demonstrate that φ(t, x, 0) ∈
Hs(Rn+1) for either φ ∈ L1.2

c,0(R
n+2
+ ; y1−2sdtdxdy) or φ ∈ L1.2

c (Rn+2
+ ; y1−2sdtdxdy).

This will be shown in the proof of Lemma 6.46.4.

We observe a simple and useful result in the next lemma.
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Lemma 6.6. Let u = u(t, x) be a function satisfy

(6.8) u ∈ L2(R;H1(Rn)) and ∂tu ∈ L2(R;H−1(Rn)).

Then u ∈ Hs(Rn+1)) for any s ∈ (0, 1).

Proof. Since we have (6.86.8), then Fourier transform implies thatˆ
Rn+1

(
1 + |ξ|2

)
|û(ρ, ξ)|2 dρdξ <∞,

ˆ
Rn+1

(
1 + |ξ|2

)−1 |ρ|2 |û(ρ, ξ)|2 dρdξ <∞,

(6.9)

where û denotes the Fourier transform for u with respect to both space and time
variables. By utilizing (6.96.9), one hasˆ

Rn+1

|û(ρ, ξ)|2 dρdξ <∞.

Meanwhile, combined with (6.96.9) and the Hölder’s inequality, we getˆ
Rn+1

|ρ| |û(ρ, ξ)|2 dρdξ

≤
(ˆ

Rn+1

(
1 + |ξ|2

)
|û(ρ, ξ)|2 dρdξ

)1/2

·
(ˆ

Rn+1

(
1 + |ξ|2

)−1 |ρ|2 |û(ρ, ξ)|2 dρdξ
)1/2

<∞.

(6.10)

So, u ∈ Hs(Rn+1) for s ∈ (0, 1). Moreover, (6.96.9) and (6.106.10) yield thatˆ
Rn+1

(
1 +

(
|ξ|4 + |ρ|2

)1/2)s |û(ρ, ξ)|2 dρdξ <∞,

for s ∈ (0, 1), which infers u ∈ Hs(Rn+1) = Hs(Rn+1) as desired.
□

Now, we are ready to prove Lemma 6.46.4.

Proof of Lemma 6.46.4. We split the proof into three steps:

Step 1. Initiation

Notice that ψ ∈ L2(−T, T ; H̃−1(Ω)), so we may assume that supp(ψ) ⊂ ΩT ⊂ Rn
T

with ψ ∈ L2(−T, T ;H−1(Rn)). Note that ΩT is a compact set in Rn+1. Consider
the equation

(6.11)

{
(∂t −∇ · σ∇)u1 = ψ in Rn

T ,

u1(−T, x) = 0 for x ∈ Rn,

then we have the preceding equation is solvable by using the variational method,
(for instance, see [DL92DL92, Chapter XVIII, Section 3]), that is, there exists a solution
u ∈ L2(−T, T ;H1(Rn)) to (6.116.11). Meanwhile, ∇ · σ∇u1 ∈ L2(−T, T ;H−1(Rn)) so
that

u1 ∈ L2(−T, T ;H1(Rn)) and ∂tu1 ∈ L2(−T, T ;H−1(Rn)).(6.12)

To proceed, we want to extend the function u1 ∈ Hs(Rn+1) with the same
notation. To this end, we extend u1 by zero to the set outside {t ≤ −T}×Rn+1 by
the initial condition in (6.116.11). For t ≥ T and we can define u1(t+T, x) = u1(T−t, x)
for t ≥ 0 and x ∈ Rn. Then the extend u1(t, x) defined on Rn+1 with compact
support on {−T ≤ t ≤ 3T} and satisfy

u1 ∈ L2(R;H1(Rn)) and ∂tu1 ∈ L2(R;H−1(Rn)).
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By Lemma 6.66.6, we can see that the function u1 ∈ Hs(Rn+1).

Step 2. Artificial solutions.

Let us set an auxiliary function ũ1 = ũ1(t, x, y), so that ũ1 is a constant with respect
to the y-direction. In other words, ũ1(t, x, y) := ũ1(t, x), where u1 is a solution to
(6.116.11). With the aid of (6.16.1), it is not hard to check that ũ1 is a solution to
(6.13)

y1−2s∂tũ1 −∇x,y ·
(
y1−2sσ̃∇x,yũ1

)
= y1−2s (∂tu1 −∇ · σ∇u1) = y1−2sψ in Rn

T × (0,∞),

ũ1(t, x, y) = 0 for (x, y) ∈ Rn+1
+ , t ≤ −T,

where we utilized the equation (6.116.11). Let us consider the operator Es satisfying

Es : Hs(Rn+1) → L1,2(Rn+2
+ ; y1−2sdtdxdy),

u1 7→ Esu1,

which stands for the extension operator. Then Esu1 = (Esu1) (t, x, y) is a solution
to the extension problem

(6.14)

{
y1−2s∂tEsu1 −∇x,y ·

(
y1−2sσ̃∇x,yEsu1

)
= 0 in Rn+2

+ ,

(Esu1) (t, x, 0) = u1(t, x) for (t, x) ∈ Rn+1.

Thus, via Proposition 3.13.1 (b)(b), we have limy→0 y
1−2s∂yEsu1 ∈ H−s(R × Ω). In

further, the same computation as shown in (6.16.1), we can see that (Esu1) (t, x, y) = 0
for (x, y) ∈ Rn+1

+ , and t ≤ −T . Combined with (6.146.14), one can derive
(6.15)

y1−2s∂tEsu1 −∇x,y ·
(
y1−2sσ̃∇x,yEsu1

)
= 0 in Rn+2

+ ,

(Esu1) (t, x, 0) = u1(t, x) for (t, x) ∈ Rn+1,

(Esu1) (t, x, y) = 0 for (x, y) ∈ Rn+1
+ , t ≤ −T.

On the other hand, we consider the problem

(6.16)


y1−2s∂tu2 −∇x,y ·

(
y1−2sσ̃∇x,yu2

)
= 0 in Rn

T × (0,∞),

u2 = 0 on (Ωe)T × {0},
lim
y→0

y1−2s∂yu2 = lim
y→0

y1−2s∂yEsu1 on ΩT × {0},

u2(t, x, y) = 0 for (x, y) ∈ Rn+1
+ , t ≤ −T.

Let us utilize this fact to discuss the solvability of (6.166.16) by considering thatˆ
Rn+2

+

y1−2s (−u2∂tφ+ σ̃∇x,yu2 · ∇x,yφ) dtdxdy

=

ˆ
R×Ω

φ(t, x, 0) lim
y→0

y1−2s∂yEsu1 dtdx,

for any φ ∈ L1,2
c,0(R

n+2
+ , y1−2sdtdxdy). As we showed before, it is known that

limy→0 y
1−2s∂yEsu1 ∈ H−s(Rn+1) so that limy→0 y

1−2s∂yEsu1
∣∣
R×Ω

∈ H−s(R×Ω).

So, φ(t, x, 0) ∈ Hs(Rn+1) is enough to prove the existence of u2.
Reviewing that from the trace characterization for fractional Sobolev spaces (for

example, see [Tyu14Tyu14]), it is known that Hs(Rn) can be viewed as the trace space of
H1(Rn+1

+ , y1−2sdxdy) with respect to the space-variable on ∂Rn+1
+ , for any n ∈ N.

Hence, given any φ ∈ L1,2
c,0(R

n+2
+ ; y1−2sdtdxdy), one can see that

(6.17) ∥φ(t, ·, 0)∥Hs(Rn) ≲ ∥φ(t, ·, y)∥H1(Rn+1
+ ;y1−2sdxdy),
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for any fixed t ∈ R, where Hs(Rn) denotes the fractional Sobolev space given by
(2.62.6) for s ∈ (0, 1). Taking the Hs/2(R) with respect to the time-variable for the
inequality (6.176.17), we can have

∥φ(t, x, 0)∥Hs/2(R;Hs(Rn)) ≲ ∥φ(t, x, y)∥Hs/2(R;H1(Rn+1
+ ;y1−2sdxdy)).

Now, since the identity (2.52.5) holds, with the definition (2.42.4) at hand, then we can
get

∥φ(t, x, 0)∥Hs(Rn+1) ≈ ∥φ(t, x, 0)∥Hs/2(R;Hs(Rn)),

which implies that φ(t, x, 0) ∈ Hs(Rn+1) if φ ∈ L1,2
c,0(R

n+2
+ , y1−2sdtdxdy). Hence,

by the preceding discussions, one has the trace relation that

L1,2
c,0(R

n+2
+ , y1−2sdtdxdy) ↪→ Hs(Rn+1),

so that

L1,2
c,0(R

n+2
+ , y1−2sdtdxdy) ∋ φ 7→

ˆ
R×Ω

φ lim
y→0

y1−2s∂yEsu1dtdx

is bounded, where the right hand side in the above relation is viewed as the duality
pairing betweenH−s(R×Ω) andHs(R×Ω). Thus, by using the standard variational
method, we can also summarize that the problem (6.166.16) possesses a unique solution
u2 ∈ L1,2(Rn

T × (0,∞), y1−2sdtdxdy). It is not hard to extend u2(t, x, y) for t > T

such that u2 ∈ L1,2(Rn+2
+ , y1−2sdtdxdy).

Now, let φ ∈ L1,2
c,0(R

n+2
+ ; y1−2sdtdxdy) be an arbitrary test function, then we

have ˆ
Rn+2

+

y1−2s (−Esu1∂tφ+ σ̃∇x,yEsu1 · ∇x,yφ) dtdxdy

=

ˆ
Rn+1

φ(t, x, 0) lim
y→0

y1−2s∂yEsu1 dtdx

=

ˆ
R×Ω

φ(t, x, 0) lim
y→0

y1−2s∂yEsu1 dtdx,

and ˆ
Rn+2

+

y1−2s (−u2∂tφ+ σ̃∇x,yu2 · ∇x,yφ) dtdxdy

=

ˆ
R×Ω

φ(t, x, 0) lim
y→0

y1−2s∂yEsu1 dtdx.

Step 3. Construction of solutions.

We want to show

(6.18) w := ũ1 − Esu1 + u2 ∈ L1,2(Rn
T × (0,∞), y1−2sdtdxdy)

is a solution to the equation (6.56.5).
In fact, there also holdsˆ

Rn+2
+

y1−2s (∂tũ1φ+ σ̃∇x,yũ1 · ∇x,yφ) dtdxdy

=

ˆ
Rn+2

+

y1−2s (∂tu1φ+ σ(x)∇u1 · ∇φ) dtdxdy

=

ˆ
Rn+2

+

{
∂tu1

(ˆ ∞

0

y1−2sφdy

)
+ σ(x)∇u1 · ∇

(ˆ ∞

0

y1−2sφdy

)}
dtdx

=

〈
ψ(·, ·),

ˆ ∞

0

y1−2sφ(·, ·, y) dy
〉

L2(−T,T ;H−1(Rn)),L2(−T,T ;H1(Rn))

,

(6.19)
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where we used the weak formulation of (6.116.11) as τ = T . Finally, in order to make
(6.196.19) rigorously, we will verify that

´∞
0
y1−2sφ(·, ·, y) dy ∈ L2(R;H1(Rn)). By the

compact support of φ, for M > 0 sufficiently large, there holdsˆ
Rn+1

∣∣∣∣∇(ˆ ∞

0

y1−2sφdy

)∣∣∣∣2 dtdx
=

ˆ
Rn+1

∣∣∣∣∣
ˆ M

0

y1−2s∇φdy

∣∣∣∣∣
2

dtdx

≤
ˆ
Rn+1

(ˆ M

0

y1−2s dy

)(ˆ M

0

y1−2s|∇φ|2 dy

)
dtdx

≤ M2−2s

2− 2s

ˆ
Rn+2

+

y1−2s|∇φ|2 dtdxdy

<∞,

and similar estimates hold for
´
Rn+1

∣∣´∞
0
y1−2sφdy

∣∣2 dtdx. This demonstrates that

the function
´∞
0
y1−2sφdy ∈ L2(R;H1(Rn)) can be regarded as a test function in

(6.196.19). Hence, one can conclude that w := ũ1−Esu1+u2 ∈ L1,2(Rn+2
+ , y1−2sdtdxdy)

is a solution to (6.56.5) as desired. This completes the proof. □

Remark 6.7. Let us emphasize that

(a) In fact, Lemma 6.46.4 also implies the existence of solutions to the following
adjoint problem

(6.20)
y1−2s∂tw̃ +∇x,y ·

(
y1−2sσ̃∇x,y

)
w̃ = y1−2sψ in Rn

T × (0,∞),

w̃ = 0 in (Ωe)T × {0},
lim
y→0

y1−2s∂yw̃ = 0 in ΩT × {0},

w̃(t, x, y) = 0 for t ≥ T and (x, y) ∈ Rn+1
+ .

The result can be derived by simply taking the time reversing change of
variables t 7→ −t for t ∈ [−T, T ], i.e., if w(t, x.y) is a solution to (6.56.5) if
and only if w̃(t, x, y) := w(−t, x, y) is a solution to the backward equation
(6.206.20).

(b) From the Step 1 in the proof of Lemma 6.46.4, we know that if u is a parabolic
solution satisfying (6.86.8), then u will satisfy the regularity for the nonlocal
parabolic equation, i.e., u ∈ Hs(Rn+1). This also gives us some hints to
relate nonlocal and local parabolic equations.

Proof of Proposition 6.16.1. Let us prove the density of V ⊂ L2(−T, T ;H1(Ω)) in D,
where D is defined by

D := {v ∈ L2(−T, T ;H1(Ω)) : (∂t −∇ · σ∇) v = 0 in ΩT ,

and v(−T, x) = 0 in Ω}.
(6.21)

By the Hahn-Banach theorem, it is enough to show that if ψ ∈ L2(−T, T ; H̃−1(Ω))
with ψ(vf ) = 0 for all f ∈ C∞

c (WT ), then there holds ψ(v) = 0 for all v ∈ D. In
the rest of the proof, we adopt the notation that ũf to denote solutions of (1.61.6)
with ũf (t, x, 0) = uf (t, x) and vf =

´∞
0
y1−2sũf dy, where uf ∈ Hs(Rn+1) is the

solution of (1.31.3) with the exterior data f .

Step 1. Smooth cutoffs.

Let us consider the auxiliary problem (6.56.5), which is solvable by Lemma 6.46.4. We
introduce two cutoff functions, one for x-variable and the other for y-variable. On
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one hand, let ζk(y) = ζ(y/k) for k ∈ N, where ζ ∈ C∞
c ([0, 2]) is a smooth cutoff

function satisfying ζ ≡ 1 in a neighborhood of y = 0 and
´∞
0
y1−2sζ(y) dy = 1. In

particular, the change of variable yields

k2s−2

ˆ ∞

0

y1−2sζk(y) dy =

ˆ ∞

0

y1−2sζ(y) dy = 1.

On the other hand, we may assume that Ω ∩W ⊂ BR, for sufficiently large R > 0
as before, where BR is the ball in Rn of radius R and center at the origin. Let
ηk(x) := η(x/k) for k ∈ N, where η ∈ C∞

c (B2R) is a radial cutoff function such that
η = 1 in BR. With these smooth cutoff functions at hand, we can see that the

ũf,k(t, x, y) := ũf (t, x, y)ηk(x)ζk(y) ∈ L1,2
c (Rn+2

+ ; y1−2sdtdxdy),

for any f ∈ C∞
c (WT ).

As in Remark 6.76.7, we have constructed that the function w̃ is a solution to the

backward equation (6.206.20). Recall that ψ ∈ L2(−T, T ; H̃−1(Ω)), then

0 = ψ(vf )

= lim
k→∞

〈
ψ,

ˆ ∞

0

y1−2sũf,k dy

〉
L2(−T,T ;H̃−1(Ω)),L2(−T,T ;H1(Ω))

= lim
k→∞

ˆ
Rn+2

+

[
y1−2s∂tw̃ +∇x,y ·

(
y1−2sσ̃∇x,yw̃

)]
ũf,k dtdxdy︸ ︷︷ ︸

By (6.206.20)

= lim
k→∞

{ˆ
Rn+2

+

y1−2sũf,k∂tw̃ dtdxdy +

ˆ
Rn+1

ũf,k(t, x, 0) lim
y→0

y1−2s∂yw̃ dtdx

− lim
k→∞

ˆ
Rn+2

+

y1−2sσ̃∇x,yw̃ · ∇x,yũf,k dtdxdy

}
=

ˆ
WT

f lim
y→0

y1−2s∂yw̃ dtdx+ lim
k→∞

Ik,

(6.22)

where

Ik :=−
ˆ
Rn+2

+

y1−2sσ̃∇x,yw̃ · ∇x,yũf,k dtdxdy +

ˆ
Rn+2

+

y1−2sũf,k∂tw̃ dtdxdy

=−
ˆ
Rn+2

+

y1−2sσ̃∇x,yũf,k · ∇x,yw̃ dtdxdy +

ˆ
Rn+2

+

y1−2sũf,k∂tw̃ dtdxdy.

Next, integration by parts in the time-variable yields that

Ik = −
ˆ
Rn+2

+

y1−2sηkζkσ̃ (∇x,yũf ) · ∇x,yw̃ dtdxdy

−
ˆ
Rn+2

+

y1−2sũf σ̃∇x,y (ηkζk) · ∇x,yw̃ dtdxdy −
ˆ
Rn+2

+

y1−2sw̃ (∂tũf,k) dtdxdy︸ ︷︷ ︸
By w̃(T,x,y)=ũf,k(−T,x,y)=0

.

(6.23)

In (6.226.22), we also point out that the limit holds

ˆ ∞

0

y1−2sũf,k(t, x, y) dy →
ˆ ∞

0

y1−2sũf (t, x, y) dy
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in L2(R;H1(Ω)) as k → ∞. In fact, there holds∥∥∥∥ˆ ∞

0

y1−2sζk(y)ηk(x)ũf (t, x, y) dy −
ˆ ∞

0

y1−2sũf (t, x, y) dy

∥∥∥∥
L2(R;H1(Ω))

≤
∥∥∥∥ˆ ∞

k

y1−2s (|ũf |+ |∇ũf |) dy
∥∥∥∥
L2(R;L2(Ω))

≲
ˆ ∞

k

y1−2s
(
∥ũf (·, ·, y)∥L2(R;L∞(Rn)) + ∥∇ũf (·, ·, y)∥L2(R;L∞(Rn))

)
dy

≲
ˆ ∞

k

y1−2s−n ∥uf (·, ·)∥L2(R;L1(Rn)) dy︸ ︷︷ ︸
By (4.24.2) and for k large

≲ k2−2s−n∥f∥H̃s(WT )︸ ︷︷ ︸
By using (2.72.7)

→ 0,

as k → ∞, for n ≥ 2, where we used uf (t, x) ∈ Hs(Rn+1) has compact support in

(Ω ∪W )T . We next analyze the limit of Ik as k → ∞.

Step 2. lim
k→∞

Ik = 0.

We want to claim that limk→∞ Ik = 0. The argument is similar to the proof of
[CGRU23CGRU23, Proposition 3.1], we provide detailed derivation for the sake of complete-
ness. Integrating by parts on the right hand in for Ik in (6.236.23), one has

Ik = −
ˆ
Rn+2

+

y1−2sw̃ (∂tũf,k) dtdxdy −
ˆ
Rn+2

+

y1−2sσ̃∇x,yũf · ∇x,y (ηkζkw̃) dtdxdy

+

ˆ
Rn+2

+

y1−2sw̃σ̃∇x,yũf · ∇x,y (ηkζk) dtdxdy

+

ˆ
Rn+2

+

w̃∇x,y ·
(
y1−2sũf σ̃∇x,y (ηkζk)

)
dtdxdy

=

ˆ
Rn+1

ηkw̃(t, x, 0) lim
y→0

y1−2s∂yũf dtdx︸ ︷︷ ︸
(∗)

+

ˆ
Rn+2

+

ηkζkw̃
[
∇x,y ·

(
y1−2sσ̃∇x,yũf

)
− y1−2s∂tũf

]
dtdxdy︸ ︷︷ ︸

=0, since ũf is a solution to (1.61.6)

+ 2

ˆ
Rn+2

+

y1−2sw̃σ̃∇x,y (ηkζk) · ∇x,yũf dtdxdy

+

ˆ
Rn+2

+

w̃y1−2sũf L̃ (ηkζk) dtdxdy

+ (1− 2s)

ˆ
Rn+2

+

y−2sw̃ũfηk∂yζk dtdxdy

=

ˆ 2k

0

ˆ
B2Rk

ˆ
R
y1−2sw̃

·
{
2σ̃∇x,y (ηkζk) · ∇x,yũf +

(
L̃ (ηkζk) +

1− 2s

y
ηk∂yζk

)
ũf

}
dtdxdy,

(6.24)
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where we used the notation L̃ := ∇x,y · σ̃∇x,y. Here we used the Lemma 6.46.4 (or
Remark 6.76.7) to guarantee the integral (∗) in (6.246.24) is well-defined∣∣∣∣ˆ

Rn+1

ηkw̃(t, x, 0)

(
lim
y→0

y1−2s∂yũf

)
dtdx

∣∣∣∣
≲ ∥w̃(·, ·, 0)∥Hs(Rn+1) ∥(∂t −∇ · σ(x)∇)

s
ũf (t, x, 0)∥H−s(Rn+1) <∞.

In (6.246.24), the term (∗) = 0 since supp (w̃)
⋂
supp

(
limy→0 y

1−2s∂yũf
)
= ∅.

We next estimate Ik. Let Ak := B2Rk \ BRk, where R > 0 is the radius given
from previous steps. With the uniform boundedness of σ̃ and ∇σ̃ at hand, one can
derive

|Ik| ≲
ˆ 2k

0

ˆ
B2Rk

ˆ
R
y1−2s |w̃| |∇x,y (ηkζk)| |∇x,yũf | dtdxdy

+

ˆ 2k

0

ˆ
B2Rk

ˆ
R
y1−2s |w̃|

(
L̃ (ηkζk) + y−1 |ηk| |∂yζk|

)
|ũf | dtdxdy

≲
ˆ 2k

0

ˆ
B2Rk

ˆ
R
y1−2s |w̃| (|∇ηk|+ |∂yζk|) |∇x,yũf | dtdxdy

+

ˆ 2k

0

ˆ
B2Rk

ˆ
R
y1−2s |w̃|

(
|∇ · σ∇ηk|+

∣∣∂2yζk∣∣2 + y−1 |∂yζk|
)
|ũf | dtdxdy

≲ I1,k (w̃) + I2,k (w̃) ,

where

I1,k (w̃) := k−1

ˆ 2k

k

ˆ
Rn+1

y1−2s |w̃|
(
|∇x,yũf |+ k−1 |ũf |

)
dtdxdy,

and

I2,k (w̃) := k−1

ˆ 2k

0

ˆ
Ak

ˆ
R
y1−2s |w̃| (|∇x,yũf |+ |ũf |) dtdxdy,

where we directly used the fact33

|∇ · σ∇ηk| ≲ k−1

in I2,k, for sufficiently large k ∈ N. We next estimate I1,k(w̃) and I2,k(w̃) separately.

Step 2a. Estimate for I1,k(w̃). Note that the function w̃ is constructed from the
solution w = ũ1 − Esu1 + u2 given by (6.186.18) (by reversing time t 7→ −t), and we
abuse the notation w̃ as the form ũ1−Esu1+u2 (here we already replace u1(t, x)and
u2(t, x, y) by u1(−t, x) and u2(−t, x, y), respectively). Here ũ1, Esu1 and u2 are the
solutions to (6.136.13), (6.166.16) and (6.156.15), respectively. Let us consider the bound

ˆ
Rn+1

|w(t, x, y)|
∣∣∇ℓ

x,yũf (t, x, y)
∣∣ dtdx

for ℓ = 0, 1, where the function w could be any of the functions ũ1, Esu1 or u2.
By Lemma 4.24.2 and Lemma 6.46.4, it is known that both functions Esu1 and u2 have
decay in the y-direction, but the function ũ1 does not have such decay. Hence, we
divide the proof into two parts: w = ũ1 and w = Esu1, u2.

3We want to emphasize that in the elliptic case, one needs to assume σ to be a positive constant
matrix in the exterior domain Ωe in order to obtain sufficiently decay estimates with respect to
the parameter k. We refer readers to [CGRU23CGRU23, page 18] for slightly different arguments.
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• For w = ũ1, for ℓ = 0, 1, by the Hölder’s inequality, we haveˆ
Rn+1

|w(t, x, y)|
∣∣∇ℓ

x,yũf (t, x, y)
∣∣ dtdx

≤ ∥w(·, ·, y)∥L2(Rn+1)

∥∥∇ℓ
x,yũf (·, ·, y)

∥∥
L2(Rn+1)︸ ︷︷ ︸

By (6.126.12), w=u1∈L∞(R;H1(Rn))

≲ y
n
2 −n−ℓ∥w∥L2(Rn+1) ∥uf∥L2(R;L1(Rn))︸ ︷︷ ︸

By (4.34.3)

.

(6.25)

By the Hölder’s inequality so that uf ∈ H̃s ((Ω ∪W )T ) ⊂ L1 ((Ω ∪W )T )
with

(6.26) ∥uf∥L2(R;L1(Rn)) ≲ ∥f∥H̃s(WT ) .

As a result, we can summarize

I1,k(w̃) ≲ k−1 ∥w∥L∞(R;L2(Rn)) ∥f∥H̃s(WT )

ˆ 2k

k

y1−
n
2 −ℓ−2s dy

≲ k1−
n
2 −ℓ−2s ∥w∥L∞(R;L2(Rn)) ∥f∥H̃s(WT ),

(6.27)

for ℓ = 0, 1, where we use w = u1 is uniform bounded in L∞(R;L2(Rn)).
Via (6.276.27), one can see that I1,k → 0 as k → ∞ as desired.

• For w = Esu1, u2, we denote by w any of the functions Esu1, u2, and for
ℓ ∈ {0, 1}. Then the decay estimate (4.34.3) for the function ũf implies thatˆ

Rn+1

|w(t, x, y)|
∣∣∇ℓ

x,yũf (t, x, y)
∣∣ dtdx

≤ ∥w(·, ·, y)∥L2(Rn+1)

∥∥∇ℓ
x,yũf (·, ·, y)

∥∥
L2(Rn+1)

≲ y−
n
2 −ℓ∥w(·, ·, y)∥L2(Rn+1) ∥uf∥L2(R;L1(Rn))︸ ︷︷ ︸

Applying (4.34.3) for r = p = 2 and q = 1

,

for ℓ = 0, 1. Similar to the previous case, we also have uf ∈ H̃s ((Ω ∪W )T ) ⊂
L2 ((Ω ∪W )T ) with (6.266.26), then the Hölder’s inequality with respect to the
y-direction yields that

I1,k(w̃)

≲ k−1

ˆ 2k

k

y1−2s−n
2 −ℓ∥w(·, ·, y)∥L2(Rn+1) ∥uf∥L2(R;L1(Rn)) dy

≲ k−1∥w∥L1,2(Rn+2
+ ;y1−2sdtdxdy) ∥f∥H̃s(WT )

(ˆ 2k

k

y1−n−2ℓ−2s dy

)1/2

≲ k−
n
2 −ℓ−s∥w∥L1,2(Rn+2

+ ;y1−2sdtdxdy) ∥f∥H̃s(WT ) ,

(6.28)

for ℓ = 0, 1, where we have used that w is a solution of either (6.156.15) or
(6.166.16) so that ∥w∥L1,2(Rn+2

+ ;y1−2sdtdxdy) < ∞. Via (6.286.28), one can also see

that I1,k(w̃) → 0 as k → ∞ as desired.

Therefore, I1,k(w̃) → 0 as k → ∞.

Step 2b. Estimate for I2,k(w̃). Recall (4.114.11), we have for m ∈ [1, 2] that∥∥∇ℓ
xũ(·, x, y)

∥∥
Lm(R)

≲ y2s
ˆ
Rn

{(
|x− z|2 + y2

)−n+ℓ
2 −s

∥u(·, z)∥Lm(R)

}
dz,
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for ℓ = 0, 1. To proceed, we need to analyze the kernel functionKy(x) :=
y2s

(|x|2+y2)
n
2

+s

as in Lemma 4.24.2. Via (4.114.11), one has

∥ũf (t, ·, y)∥rLm(R;Lr(Ak))
≲ y2sr

ˆ
Ak

|(ũf (t, ·, 0) ∗Ky) (x)|r dx

≲ y2sr
ˆ
Ak

(ˆ
Ω∪W

∥uf (·, z)∥Lm(R)

(|x− z|2 + y2)
n
2 +s

dz

)r

dx

≲
y2srkn

(k2 + y2)(
n
2 +s)r

∥uf∥rLm(R;L1(Rn)) .

Similarly, there holds

∥∥∇ℓ
x,yũf (·, ·, y)

∥∥
Lm(R;Lr(Ak))

≲
y2s−ℓk

n
r

(k2 + y2)
n
2 +s

∥uf∥Lm(R;L1(Rn)) ,(6.29)

for ℓ = 0, 1.
We use analogous strategy as in Step 2a, i.e., we derive the estimate by consid-

ering two cases:

• For w = ũ1, for ℓ = 0, 1, by using the Hölder’s inequality as in the previous
computation, we have

ˆ
Ak

ˆ
R
|w(t, x, y)|

∣∣∇ℓ
x,yũf (t, x, y)

∣∣ dtdx
≤ ∥w∥L2(Rn+1)

∥∥∇ℓ
x,yũf (t, x, y)

∥∥
L2(R;L2(Ak))

≲
y2s−ℓk

n
2

(k2 + y2)
n
2 +s

∥w∥L2(Rn+1) ∥uf∥L2(R;L1(Rn))︸ ︷︷ ︸
By (6.296.29) as m=1,r=2

,

which infers

k−1

ˆ 2k

0

ˆ
Ak

ˆ
R
y1−2s |w(t, x, y)|

∣∣∇ℓ
x,yũf (t, x, y)

∣∣ dtdxdy
≲ ∥w∥L2(Rn+1) ∥uf∥L2(R;L1(Rn)) k

−1+n
2

ˆ 2k

0

y1−ℓ

(k2 + y2)
n
2 +s

dy

≲ ∥w∥L2(Rn+1)∥f∥H̃s(WT ) k
−n

2 −ℓ−2s

ˆ 2

0

τ1−ℓ

(1 + τ)
n
2 +s

dτ︸ ︷︷ ︸
Let y:=kτ

,

(6.30)

where we use w = u1 is uniform bounded in L2(Rn+1) and uf ∈ Hs(Rn+1)

is supported in a compact set. Now, since
´ 2
0

τ1−ℓ

(1+τ)
n
2

+s dτ <∞ for ℓ = 0, 1,

via (6.306.30), one can see that I2,k(w̃) → 0 as k → ∞ as we wish.
• For w = Esu1, u2, we denote by w any of the functions Esu1, u2, and for
ℓ ∈ {0, 1}. Similar to the previous case, the decay estimate (4.34.3) for the
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function ũf infers

ˆ
Ak

ˆ
R
|w(t, x, y)|

∣∣∇ℓ
x,yũf (t, x, y)

∣∣ dtdx
≤ ∥w(·, ·, y)∥L2(Rn+1)

∥∥∇ℓ
x,yũf (t, x, y)

∥∥
L2(R;L2(Ak))

≲
y2s−ℓk

n
2

(k2 + y2)
n
2 +s

∥w(·, ·, y)∥L2(Rn+1) ∥uf∥L2(R;L1(Rn))︸ ︷︷ ︸
By (4.34.3) for w and (6.296.29) for ũf as m=r=p=2, q=1

≲
y2s−ℓk

n
2

(k2 + y2)
n
2 +s

∥w(·, ·, y)∥L2(Rn+1) ∥f∥H̃s(WT )︸ ︷︷ ︸
By using (2.72.7)

,

for ℓ = 0, 1. In addition, the Hölder’s inequality yields that

k−1

ˆ 2k

0

ˆ
Ak

ˆ
R
y1−2s |w(t, x, y)|

∣∣∇ℓ
x,yũf (t, x, y)

∣∣ dtdxdy
≲ ∥w∥L1,2(Rn+2

+ ;y1−2sdtdxdy) ∥f∥H̃s(WT ) k
−1+n

2

(ˆ 2k

0

y1+2s−2ℓ

(k2 + y2)n+2s
dy

)1/2

≲ ∥w∥L1,2(Rn+2
+ ;y1−2sdtdxdy) ∥f∥H̃s(WT ) k

− 1
2−

n
2 −s−ℓ

(ˆ 2

0

τ1+2s−2ℓ

(1 + τ2)n+2s
dτ

)1/2

︸ ︷︷ ︸
Let y:=kτ

,

(6.31)

where we used uf ∈ H̃s ((Ω ∪W )T ) ⊂ L1 ((Ω ∪W )T ) and (6.266.26). Now,

since
´ 2
0

τ1+2s−2ℓ

(1+τ2)n+2s dτ <∞, via (6.316.31), we have that I2,k(w̃) → 0 as k → ∞
as we want.

Therefore, I2,k(w̃) → 0 as k → ∞.
In summary, one can conclude that limk→∞ Ik = 0. With (6.226.22) at hand, one

has

ˆ
WT

f lim
y→0

y1−2s∂yw̃ dtdx = 0.

By arbitrary choice of f ∈ C∞
c (WT ), we must have limy→0 y

1−2s∂yw̃ = 0 in WT ×
{0}. Moreover, since w̃ = 0 in WT × {0} as well, the unique property for second
order parabolic equations (see [Sog90Sog90, Corollary 1.2] for instance) yields that w̃ ≡ 0
in (Ωe)T × (0,∞). In particular, one has w̃|(∂Ω)T×(0,∞) = σ̃∇x,yw̃|(∂Ω)T×(0,∞) = 0

in the sense of distribution, and limy→0 y
1−2s∂yw̃ = 0 in Rn+1 × {0}.

Let us review auxiliary functions constructed in [CGRU23CGRU23, Proposition 3.1] that
make it convenient for readers. As shown in the proof of [CGRU23CGRU23, Proposition
3.1], we recall an additional cutoff function to avoid boundary contributions. To
this end, let µ : [0, 1] → [0, 1] be a smooth function on [0, 1] with µ(0) = 0, µ(1) = 1.
Moreover, one can assume that

ˆ 1

0

µ(y) dy =
1

2
and

∣∣∂ℓyµ(y)∣∣ ≤ C, y ∈ (0, 1)

for ℓ = 0, 1, 2, where C > 1 is a constant.



40 C.-L. LIN, Y.-H. LIN, AND G. UHLMANN

Given b ∈ (0, 1), let γb : (−∞,∞) → (0, b) be a smooth function defined by

γb =



0, if y < 0,

bµ(y), if y ∈ [0, 1],

b, if y ∈ [1, 1
1−b ],

bµ( 2−b
1−b − y), if y ∈ [ 1

1−b ,
2−b
1−b ],

0, if y > 2−b
1−b = 1

1−b + 1.

From the construction, it is easy to see thatˆ ∞

0

γb(y) dy =
b

1− b
and

∣∣∂ℓyγb∣∣ ≤ Cb,

for ℓ = 0, 1, 2, where C > 1 is a constant independent of b ∈ (0, 1). Consider

Jb,k :=

ˆ ∞

0

(y + k)1−2sγb(y) dy =

ˆ 2−b
1−b

0

(y + k)1−2sγb(y) dy,

where Jb,k depends continuously on the parameter b ∈ (0, 1).

We observe for 0 ≤ y ≤ 2−b
1−b thatk

1−2s ≤ (y + k)1−2s ≤ ( 2−b
1−b + k)1−2s = k1−2s

(
1 + 2−b

k(1−b)

)1−2s

, if s ∈ (0, 12 ],

( 2−b
1−b + k)1−2s = k1−2s

(
1 + 2−b

k(1−b)

)1−2s

≤ (y + k)1−2s ≤ k1−2s, if s ∈ ( 12 , 1).

Then, we have the estimate for Jb,k in the following:
b

1−bk
1−2s ≤ Jb,k ≤ b

1−bk
1−2s

(
1 + 2−b

k(1−b)

)1−2s

, if s ∈ (0, 12 ],

b
1−bk

1−2s
(
1 + 2−b

k(1−b)

)1−2s

≤ Jb,k ≤ b
1−bk

1−2s, if s ∈ ( 12 , 1).

One can see that for b ∈ (0, 1), the value Jb,k can be both arbitrarily large and
arbitrarily close to 0. Hence, by the continuity, for any k ∈ N, we can find bk,s ∈
(0, 1) such that Jbk,s,k = 1. Consider βk(y) := γbk,s

(y − k), and

Rk,s := k +
1

1− bk,s
.

For 0 < s < 1
2 , we observe that

(
1 + 2−b

k(1−b)

)1−2s

> 1 and needs

bk1−2s ≤ b

1− b
k1−2s ≤ 1.

Thus, if 0 < s < 1
2 , then there exists a ks such that for k ≥ ks

(6.32) bk,s ≤ k2s−1, Rk,s = k +
1

1− bk,s
≤ k + 2.

Combined with the previous constructions, for s ∈ (0, 1), let us consider the function
βk : (0,∞) → [0, 1] in the following form:

• For s ̸= 1/2,

(6.33)


supp (βk) ⊆ (k,Rk,s + 1) ,

βk(y) = bk,s for y ∈ (k + 1, Rk,s),∣∣∂ℓyβk(y)∣∣ ≤ Cbk,s,´∞
0
y1−2sβk(y) dy = 1,

for any ℓ = 0, 1, 2 and k ∈ N, where the constant C > 1 is independent of
k ∈ N;
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• For s = 1/2, let us consider β ∈ C∞
c (0,∞) such that

(6.34) β ≥ 0,

ˆ ∞

0

β(y) dy = 1, supp(β) ⊂ (1, 2), and βk(y) := 1/kβ(y/k)

for k ∈ N.

We want to use this function βk to prove the density result by the classical Hahn-
Banach argument, and we will handle our arguments in different cases as s ̸= 1/2
and s = 1/2 later.

Let v ∈ D ⊂ L2(−T, T ;H1(Ω)). Since v(−T, x) = 0 in Ω. We let E be an
extension with

(6.35) Ev ∈ L2(R;H1(Rn)) and ∂tEv ∈ L2(R;H−1(Rn)),

so that the support of Ev(t, x) is contained in (−T, T̃ ) × Ω′, where Ω′ ⊃ Ω is a

bounded set in Rn and T̃ > T . With the condition of ψ ∈ L2(−T, T ; H̃−1(Ω)) at
hand, we have

ψ(v) =

〈
ψ, v

ˆ ∞

0

y1−2sβk dy

〉
L2(−T,T ;H−1(Rn)),L2(−T,T ;H1(Rn))

=

〈
ψ,

ˆ ∞

0

y1−2sβkEv dy

〉
L2(R;H−1(Rn)),L2(R;H1(Rn))

,

(6.36)

where βk is given by (6.336.33). On the other hand, by (6.356.35), Lemma 6.66.6 implies that

βkEv ∈ L1,2
c,0(R

n+2
+ , y1−2sdtdxdy) (see the definition (6.66.6) for L1,2

c,0(R
n+2
+ , y1−2sdtdxdy)),

similar to the computations (6.226.22), via (6.366.36), we can deduce

ψ(v)

= ψ

(ˆ ∞

0

y1−2sβk(y)v dy

)
︸ ︷︷ ︸
since

´∞
0

y1−2sβk(y) dy=1

=

ˆ
Rn+2

+

[
y1−2sβkEv∂tw̃ +∇x,y ·

(
y1−2sσ̃∇x,yw̃

)
βkEv

]
dtdxdy︸ ︷︷ ︸

since v(−t,x)=w̃(t,x)=0 for all t≥T

=

ˆ
Rn+2

+

[
y1−2sβkEv∂tw̃ − y1−2sσ̃∇x,yw̃ · ∇x,y (βkEv)

]
dtdxdy

=

ˆ
Rn+2

+

y1−2sβkEv∂tw̃ dtdxdy −
ˆ
Rn+2

+

y1−2sEv∂yβk∂yw̃ dtdxdy

−
ˆ
Rn+1

σ∇ (Ev) · ∇
(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx

=

ˆ
ΩT

v∂t

(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx−

ˆ
ΩT

σ∇v · ∇
(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx︸ ︷︷ ︸

(∗∗)

−
ˆ ∞

0

ˆ
ΩT

y1−2sv∂yβk∂yw̃ dtdxdy.

(6.37)

We next want to claim that the term (∗∗) in (6.376.37) vanishes by making use of the
equation of v ∈ D.
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We point out that the function
´∞
0
y1−2sβkw̃ dy is an admissible test function to

this equation, since

∥∥∥∥ˆ ∞

0

y1−2sβkw̃ dy

∥∥∥∥2
L2(−T,T ;H1(Ω))

=

ˆ
ΩT

(ˆ Rk,s+1

k

y1−2sβkw̃ dy

)2

dtdx+

ˆ
ΩT

(ˆ Rk,s+1

k

y1−2sβk∇w̃ dy

)2

dtdx

≤
ˆ
ΩT

{(ˆ Rk,s+1

k

y1−2sβ2
k dy

)

·

[ˆ Rk,s+1

k

y1−2sw̃2 dy +

ˆ Rk,s+1

k

y1−2s |∇w̃|2 dy

]}
dtdx

≲ ∥w̃∥2L1,2(ΩT×(0,Rk,s+1),y1−2sdtdxdy) <∞,

where we used the Hölder’s inequality. By the UCP w̃ = 0 on (∂Ω)T × (0,∞), one
has
´∞
0
y1−2sβkw̃ dy = 0 on (∂Ω)T so that

´∞
0
y1−2sβkw̃ dy ∈ L2(−T, T ;H1

0 (Ω)).
Therefore, we can compute

ˆ
ΩT

v∂t

(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx−

ˆ
ΩT

σ∇v · ∇
(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx

=

ˆ
ΩT

(−∂tv +∇ · σ∇v)
(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdx︸ ︷︷ ︸

Integration by parts and v(−T,x)=0

+

ˆ
(∂Ω)T

σ∇v · ν
(ˆ ∞

0

y1−2sβkw̃ dy

)
dtdS = 0,

(6.38)

since v ∈ D (recalling the set D is defined by (6.216.21)), and w̃ = 0 on (∂Ω)T × (0,∞).
Insert (6.386.38) into (6.376.37), then we get

ψ(v) = −
ˆ ∞

0

ˆ
ΩT

y1−2sv∂yβk∂yw̃ dtdxdy.

The desired result ψ(v) = 0 can be achieved by passing the limit k → ∞. To this
end, note that ∂yw̃ = −∂yEsu1 + ∂yu2 (since ũ1 is y-independent). Therefore, if w̃
is any of the functions Esu1, u2, one can estimate as the estimate (6.256.25) in Step 2a.
By the Hölder’s inequality, one obtains

ˆ ∞

0

y1−2s |∂yβk|
ˆ
ΩT

|v∂yw̃| dtdxdy

≤
ˆ ∞

0

y1−2s |∂yβk| ∥v∥L2(ΩT ) ∥∂yw̃(·, ·, y)∥L2(ΩT ) dy

≤ ∥v∥L2(ΩT )

ˆ ∞

0

y1−2s |∂yβk| ∥∂yw̃(·, ·, y)∥L2(ΩT ) dy.

(6.39)

To proceed, let us split the case for s ̸= 1/2 and s = 1/2:
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• For s ̸= 1/2: Since βk is given by (6.336.33), using the numbers bk,s, Rk,s

satisfying (6.336.33), we can see

ˆ ∞

0

y1−2s |∂yβk| ∥∂yw̃(·, ·, y)∥L2(ΩT ) dy

≲ ∥w̃∥L1,2(ΩT×(0,∞),y1−2sdtdxdy)

(ˆ ∞

0

y1−2s |∂yβk|2 dy
) 1

2

≲ |bk,s|

(ˆ k+1

k

y1−2s dy +

ˆ Rk,s+1

Rk,s

y1−2s dy

) 1
2

∥w̃∥L1,2(ΩT×(0,∞),y1−2sdtdxdy)

≲ |bk,s|
(
k1−2s +R1−2s

k,s

) 1
2 ∥w̃∥L1,2(ΩT×(0,∞),y1−2sdtdxdy) .

(6.40)

Taking into account (6.326.32) for 0 < s < 1
2 , let us estimate |bk,s|

(
k1−2s +R1−2s

k,s

) 1
2

in the following:

(6.41) |bk,s|
(
k1−2s +R1−2s

k,s

) 1
2

≲

{
k

2s−1
2 , if s ∈ (0, 12 ),

k
1−2s

2 , if s ∈ ( 12 , 1).

Let k → ∞, (6.386.38), (6.396.39), (6.406.40) and (6.416.41) infer that ψ(v) = 0 holds true
for s ̸= 1/2.

• For s = 1/2: Since βk is given by (6.346.34), by using a similar argument, one
has ˆ ∞

0

|∂yβk| ∥∂yw̃(·, ·, y)∥L2(ΩT ) dy

≲ ∥∂yw̃(·, ·, y)∥L2(ΩT×(0,∞))

(ˆ 2k

k

|∂yβk|2 dy

)1/2

≲ k−3/2 ∥∂yw̃(·, ·, y)∥L2(ΩT×(0,∞))

→ 0,

as k → ∞.

In summary, for both cases s ̸= 1/2 and s = 1/2, we conclude that for any ψ ∈
L2(−T, T ; H̃−1(Ω)) with ψ(vf ) = 0, for all f ∈ C∞

c (WT ), then we also obtain
ψ(v) = 0, for any v ∈ D. This shows the density result by the Hahn-Banach
approach. Hence, V ⊂ L2(−T, T ;H1(Ω)) is dense in D.

Last but not least, we want to show that V ′ = L2(−T, T ;H1/2(∂Ω)) holds. To
this end, given g ∈ L2(−T, T ;H1/2(∂Ω)), and consider the initial-boundary value
problem 

(∂t −∇ · σ∇)u = 0 in ΩT ,

u = g on (∂Ω)T ,

u(−T, x) = 0 for x ∈ Ω.

By the definition (6.216.21), one knows that the solution u ∈ D, then for any ϵ > 0,
one can always find vϵ ∈ V, such that ∥u− vϵ∥L2(−T,T ;H1(Ω)) ≤ ϵ. By the classical

trace estimate, we have∥∥∥g − vϵ|(∂Ω)T

∥∥∥
L2(−T,T ;H1/2(∂Ω))

≲ ∥u− vϵ∥L2(−T,T ;H1(Ω)) ≤ ϵ.
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This demonstrates that the function vϵ|(∂Ω)T
approximates g on (∂Ω)T with respect

to the norm ∥·∥L2(−T,T ;H1/2(∂Ω)). Therefore, V ′ = L2(−T, T ;H1/2(∂Ω)) holds as
desired. This proves the assertion. □

Remark 6.8. No matter whether σ is isotropic or anisotropic, all the preceding
analysis holds.

7. Proofs of main results

With Proposition 6.16.1 at hand, we can prove Theorem 1.11.1.

Proof of Theorem 1.11.1 and Proposition 1.31.3. By Proposition 6.16.1, the operator

T1 : H̃s(WT ) → L2(−T, T ;H1/2(∂Ω)),

f 7→ vf (t, x)|(∂Ω)T
:=

ˆ ∞

0

y1−2sũf (t, x, y) dy

∣∣∣∣
(∂Ω)T

is linear, bounded and has dense range. The DN map Λσ : L2(−T, T ;H1/2(∂Ω)) →
L2(−T, T ;H−1/2(∂Ω)) is continuous, then this implies that

T
(
Cs
σ,WT

)L2(−T,T ;H1/2(∂Ω))×L2(−T,T ;H−1/2(∂Ω))

= Cσ,(∂Ω)T ,

as stated in Proposition 1.31.3. Additionally, by the UCP, the (partial) nonlocal
Cauchy data (

f |WT
, (∂t −∇ · σ∇)

s
uf |WT

)
determines the (full) local Cauchy data(

y1−2suf
∣∣
(∂Ω)T×(0,∞)

, y1−2sσ∇uf · ν
∣∣
(∂Ω)T×(0,∞)

)
.

Therefore, the Cauchy data
(
vf |(∂Ω)T

, σ∇vf · ν|(∂Ω)T

)
can be also determined

uniquely. By using the density result, this shows that Λs
σ determines Λσ as desired.

This completes the proof. □

Proof of Corollary 1.51.5. With Theorem 1.11.1 at hand, the nonlocal (partial) DN map
determines the local (full) DN map. Therefore, one can have that the desired
uniqueness result by the existing work [CK01CK01] for the local parabolic equation.
This completes the proof. □

Proof of Corollary 1.61.6. By using Theorem 1.11.1, we only need to consider the local
setting. By [GAV12GAV12], one can find a diffeomorphism Φ : Ω → Ω with Φ|∂Ω = Id,
which transforms the parabolic equation (1.101.10) to (1.111.11). Moreover, abusing the
notation, we denote another diffeomorphism Φ (with the same notation) such that
Φ : Rn → Rn such that Φ|Rn\Ω = Id (of course such Φ also satisfies Φ|∂Ω = Id).
Thus, this Φ satisfies all required assumptions in Corollary 1.61.6. This proves the
assertion. □
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[RS18] Angkana Rüland and Mikko Salo. Exponential instability in the fractional Calderón

problem. Inverse Problems, 34(4):045003, 21, 2018.
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