MONOTONICITY AND LOCAL UNIQUENESS FOR AN
ISOTROPIC NONLOCAL ELLIPTIC EQUATION

YI-HSUAN LIN

ABSTRACT. We extend monotonicity-based inversion methods to an inverse
coefficient problem for the isotropic nonlocal elliptic equation
(=V:oV)’u=0 inQCR",

where 0 < s < 1, n > 3, and Q is a bounded open set. We establish a mono-
tonicity relation between the leading coefficient o and the (partial) exterior
Dirichlet-to-Neumann (DN) map. Our main result shows that a monotonicity
ordering of the coefficients implies a corresponding ordering of the DN maps.
Furthermore, we construct localized potentials for the nonlocal equation, which
yield a local uniqueness result for the fractional inverse problem.
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1. INTRODUCTION

Inverse problems for nonlocal operators have attracted considerable attention in
recent years, with the fractional Laplacian (—A)® (0 < s < 1) being a key exam-
ple. This operator emerges naturally in models of anomalous stochastic diffusion,
characterized by jumps and long-range interactions, as explored in works such as
[BV16, RO16]. In contrast to the classical Laplacian (s = 1), which describes stan-
dard Brownian motion, the nonlocal nature of the fractional Laplacian introduces
significant complexity. Nevertheless, recent progress indicates that inverse prob-
lems for nonlocal equations may be more manageable than their local counterparts,
thanks to robust properties like unique continuation and Runge approximation.

2020 Mathematics Subject Classification. Primary: 35R30, secondary 26A33, 35J70.
Key words and phrases. Nonlocal elliptic operators, monotonicity method, localized potentials,
Runge approximation, Caffarelli-Silvestre extension.

1



2 Y.-H. LIN

The Calderén problem for the fractional Schrédinger equation was first inves-
tigated in [GSU20]. Central to this work is the Runge approximation property,
which allows any L? function to be approximated by solutions to the fractional
Schrodinger equation. This property derives from the unique continuation princi-
ple (UCP), which asserts that if v = (—A)°u = 0 in any nonempty open subset,
then u = 0 across R™. Subsequent research has extended these findings to variable-
coefficient nonlocal elliptic operators [GLX17], addressing a challenge that remains
unresolved for their local counterparts.

Building on these foundations, a substantial body of literature has developed.
Simultaneous determination results are established in [CLL19, CLR20, L1.23], while
stability estimates are derived in [RS20, KLW22, RS18]. Additionally, monotonicity-
based methods for nonlocal inverse problems have been introduced in [HL19, HL20,
Lin22]. Further contributions, encompassing both linear and nonlinear settings, are
detailed in [LL22, GRSU20, CMRU22, LZ23] and references therein.

Recent advancements have introduced innovative approaches to inverse prob-
lems for nonlocal operators. The recovery of leading coefficients has been achieved
through novel nonlocal-to-local reductions utilizing the Caffarelli-Silvestre exten-
sion, as demonstrated in [CGRU23, Riil25, LLU23, LZ24]. Additionally, local-
to-nonlocal reduction is characterized in the transversally anisotropic setting in
[LNZ24]. Meanwhile, heat semigroup methods on closed Riemannian manifolds
have proven effective for addressing the fractional anisotropic Calderén problem,
as explored in [FGKU24, Fei24, FKU24, Lin24, FGK'25]. Furthermore, the en-
tanglement principle for nonlocal elliptic operators, investigated in [FKU24, F1.24],
shows promise for analyzing systems of nonlocal equations. The Calderén prob-
lem for the logarithmic Laplacian—a zero-order nonlocal operator—has also been
recently addressed in [HLW25]. For a comprehensive overview of inverse problems
for nonlocal operators, we refer readers to the recent monograph [LL25].

Mathematical formulation. Let Q C R” be a bounded Lipschitz domain, for
n >3, and 0 < s < 1. Consider the exterior value problem

(1) { -V .oV)'u=0 1inQ,

u=f in Q.,
where o = o(z) € C?(R") satisfying
(1.2) 0<A<o(x)<A'forzeQ and o=1inQ,,

for some X € (0,1), and
Qe :=R"\ Q
stands for the exterior domain. Throughout this work, we assume that the condition

(1.2) always holds. Let W C €, be a bounded open set with QN W = (), and A,
be the Dirichlet-to-Neumann (DN) map of (1.1), which is given by

(1.3) Aot HS (W) = H*(W), fr (=V-0oV)ul],,,

where uf € H*(R™) is the solution to (1.1). In this work, we are interested in a
monotonicity relation between the DN map and leading coefficients . Throughout
this work, let us assume that o is a positive bounded scalar function, with o|q,
being known a priori.

In the works [HL19, HL.20], the authors demonstrated if-and-only-if monotonicity
relations between the DN maps with lower order bounded potentials. To our best
knowledge, there is no existing literature to consider such relations between the DN
maps with leading coefficients in (1.1). In fact, in Section 3, we are going to prove
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that
o1 > 02 in Q — Agl ZAUZ.

Let us make the above sentence meaningful. On the one hand, the relation o1 > o9
in Q is referred to o1(x) > oa(z) for almost every (a.e.) x € Q. In this work, we
have assumed that o1, 0 satisfy (1.2), so we justify the half-ordering o1 > o9 is
referred to o1 (z) > oa(z), for all x € Q. On the other hand, we write A,, > A,,,
if it holds in the quadratic sense that

<(A01 _AUz)f7f> >0,

for any f € C°(W). Here, (-, -) denotes the duality pairing in a suitable sense (see
Section 2).

The method to study inverse problems using the combination of monotonicity
relations with localized potentials was found in [Geb08]. Due to this remarkable
approach and the flexibility of this method, there is some literature in this direction,
[AH13, Har09, HS10, Har12, HU13, BHHM17, HU17, BHKS18, GH18, HPS19b,
HLL18, SKJT19, HPS19a]. In further, several works build practical reconstruction
methods based on monotonicity properties [TR02, HLU15, HU15, HM16, MVVT16,
TSVT16, Garl7, GS17, SUGH17, VMCT17, HM18, ZHS18, GS19].

We revisit the fractional Calderén problem for the isotropic nonlocal elliptic
equation (1.1). By [CGRU23], as o is a scalar function fulfilling (1.2), the authors
proved the global uniqueness for (1.1). In other words, the isotropic scalar function
o can be determined uniquely by the DN map A,. In this work, we prove a local
uniqueness result of (1.1):

Theorem 1.1 (Local uniqueness). Let Q C R™ be a bounded domain with Lipschitz
boundary 0 for n > 3 and W € €. be a nonempty open subset. Let O C Q be
a connected relatively open subset such that O N O # 0. Let o; € C*(R™) satisfy
(1.2), and A5, be the DN map of

(1.4) (=V-0;V)u; =0 inQ,
: uj; = f m Qe,
for 5 =1,2. Suppose
(1.5) either o1 <og i O or o >0y in0,
then
A01f|W = A02f|W7 f07“ any f € CSO(W)’
implies o1 = o9 in O.

Remark 1.2. There is an alternative way to show that the nonlocal DN maps A,
of (1.1) determine their local DN maps of

V.- (cVv)=0 in £,
v=g¢cHY20Q) on 9,

whenever the condition (1.2) holds. Therefore, combining o|aq = 1, one can use the
well-known result from [SU87| so that the scalar conductivity o can be determined
in the entire domain Q. In other words, a global uniqueness result for (1.1) can be
derived by using this nonlocal-to-local reduction procedure.

Organization of the article. The structure of the paper is as follows. In Sec-
tion 2, we introduce the function spaces, nonlocal operators, and extension problems
that will be used throughout the article. Section 3 is devoted to proving the mono-
tonicity relation between the DN maps and the leading coefficients. A key step in
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this analysis is the construction of localized potentials for the extension problem,
which is carried out in Section 4. Finally, in Section 5, we combine these ingredients
to establish our main results.

2. PRELIMINARIES

2.1. Function spaces. Let us quickly review some function spaces together with
the definition of the operator (—V - 0V)?, which are introduced in many related
articles. Given 0 < s < 1, the space H*(R") = W*2?(R") denotes the usual L%
based fractional Sobolev space with the given norm

l[ull s gy = ull L2ny + [u] e ey

1/2
o= ([ futa) =), "
(B) Bxp |T—y|"t2s ’

is the seminorm, for any open set B C R™.

Motivated by [GSU20], let B C R™ be a nonempty bounded open set with
Lipschitz boundary, COC( ) contains all C*°(R™)-smooth functions supported in
B. Given b € R, let us adopt the following notions

H(B) == {u|p : we H'(R")},
H®(B) := closure of C>°(B) in H’(R"),
H}(B) := closure of C>°(B) in H®(B),

where [] g (p)

for different fractional Sobolev spaces. H?(B) is complete in the sense
[ull o py := inf {||w|| grogny : w € H(R™) and w|p = u}.

As the exponent b = s € (0,1), H*(B) stands for the dual space of H*(B), so
that H~*(B) can be characterized by

H™*(B) =qu|lgp:ue H*(R" with inf w|| grs (mny,
(B) = {uls (") R S

In addition, we always denote

(H*(B))" = H™*(B) and (H*(B))" = H*(B).

throughout this paper.

Moreover, we also introduce L2-weighted Sobolev spaces for the Caffarelli-Silvestre
extension problem. Let A C RTFI be a nonempty set, y > 0, and consider
L?(A,y*~2%) as the L?-based weighted Sobolev space give by

LAy ) = {u=1u(z,y) : RET" = R ||t p2(pyr-20y < 00},

1/2
s o= ([ o2 o)

Hl(A,ylfzs) = {ﬂ S LQ(A,ylf%) : Vel € LQ(A, y1725)} ,

with V,, = (V,8,) = (V,8,) being the total derivative for (z,y) € R*™!. It is
known that the H'(A,y'~2*) has a natural inner product structure that

(U ’U)L"’(A 1-2s) ::/yk%ﬂﬁda@dy,
A

where

Define
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for any A C R, so that ||?I||%2(A7y1,25) = (U, W) p2(4,41-2-)- In particular, let us
denote another weighted Sobolev space by

Hy(A,y' %) = {u e L*(A,y' ™) : Va e L*(A,y' )},
and clearly, HL(A,y'=2%) c H'(A,y'~%").

2.2. Nonlocal operators. We next review the nonlocal elliptic operator £° (0 <
s < 1), where

L:=-V-(oV)
is a second-order uniformly elliptic operator of divergence form. Note that when
we define the nonlocal elliptic operator £°, we do not need to assume the condition
o =11in Q.. It is known that the nonlocal operator £ = (—V-0V)?® can be defined
by

s .__ 1 > —tL dt
L= F(—S)A ( Id) 1+9

where e~** stands for the heat kernel of 9; + £ in R” x (0, 00), and Id denotes the
identity map. Moreover, the operator £° can be equivalently characterized by the
famous Caffarelli-Silvestre [CS07] and Stinga-Torrea extension problems [ST10].
We can also define the bilinear form of the exterior problem (1.1). It is known
that the exterior problem (1.1) is well-posed, and the DN map can be defined by
the bilinear form
1

(2.1) (Lou,w) = B /Rnxw (u(z) — u(z2)) (w(z) — w(z2)) Ks(zx, 2) dedz,

where K(z, z) is can be derived by the heat kernel

(2.2) Ky(x,z) = ﬁ /Ooopt(w 2)tldfs

As pi(x, z) stands for the symmetric heat kernel for £ so that

(efwf) (z) = / pe(x,2)f(2)dz, for x € R", ¢ > 0,
Rn

and
O+ L) (e ﬂmf) =0 for (z,t) € R"™ x (0,00),
(et ) 0) = f(z) for x € R™.
The heat kernel p;(z, z) enjoys pointwise estimates (cf. [Dav90])
,al\z—zlz n lz—z|2

rtT2 <py(x,z) <cpem® t t 2, for x,z € R,

for some positive constants ¢, co, @1 and as. Therefore, we can obtain pointwise
estimate for K(z,z) from the formula (2.2)
Cy

|z = 2|

Cy

KS(J?,Z) < n+2s°?

< for z,z € R™,
|z — 2]

n+2s <
for some constants C7,Cy > 0, which ensures the well-posedness of (1.1) (see
[GLX17, Section 3] for detailed arguments). This is equivalent to say that given
any f E H?(Q.), the equation (1.1) admits a unique solution v € H*(R™). This
implies the DN map A, is well-defined, and there holds

(o Do = 5 [ (0(e) = u() (0la) = 02) Ko, 2) dad:

for any f,g € H*(W), which justifies (1.3).
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2.3. The extension problem. Recalling that the extension problem for the non-
local operator £° with 0 < s < 11is

Vi (W 726V,,0) =0 inR}TT

u(z,0) = u(x) on IR =R",
where V, , = (V,0,) with V = V,. It is known that there holds the following

relation holds

(2.4) — lim y*~%0,u = ds(—V - oV)*u in R",

y—0

(2.3)

where R} = {(2,y) e R™*!: z € R, y > 0},
_ I'(1—-s)
= 3T ()

is a constant depending only on s € (0,1), and ¢ is an (n + 1) X (n + 1) matrix of
the form

(2.6) 5(z) = ("(”f))l“ ?) .

with the n x n identity matrix I,,. This type of extension problem was called the
Caffarelli-Silvestre or Stinga-Torrea extension problem in the literature.

(2.5) ds >0

3. MONOTONICITY RELATION

In this section, we want to show that o1 > o9 a.e. in  implies that A,, > A,,
in the quadratic sense. More specifically, with the discussions from the previous
section, we use the notion

Aoy > Ay, = (Ao, f, f>H—s(W)Xﬁs(W) > (Ao, f, f>Hfs(W)><ﬁs(W)

for any f € C°(W). In what follows, we may use (-, ) = (-,-)H,S(W)Xﬁs(w) to
denote the duality pairing, which simplifies the notations, provided that there are
no further confusions.

Lemma 3.1 (Monotonicity relations). Let Q@ C R™ and W € Q. be bounded open
sets with Lipschitz boundaries, for n € N. Let 0; be a bounded positive coefficient
satisfying (1.2), and A, be the DN map of (1.4), for j = 1,2. Then there hold that

—og 12
/ y' " (01 — 02) | V]| dady
Qx(0,00)

(31) S ds <(A01 - Ao'z)f7 f>

< / y' 7% (01 — 03) ’Vﬂg‘g dxdy,
Qx(0,00)
and
yl_QS@ (o1 — 03) |Vﬂ§’2 dxdy
Qx(0,00) 01
(32) S ds <(A01 - Aaz)f7 f>

IA

—2s 112
/ y'? (01—02)’Vu£’ dxdy,
Q% (0,00)

where ﬂf is the solution to the extension problem (2.3) as 0 = o; and ﬂ;(x,()) =

u{ (x) in R™, where uf € H*(R™) is the solution to (1.4) as j = 2, with the constant
ds >0 in (3.3).

Remark 3.2. Let us point out that
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(i) Ass =1, the monotonicity implication from the conductivity to the DN map
1s easy to derive using the bilinear form and integration by parts. However,
as shown in Section 2, it is known that the bilinear form (2.1) may not
be useful to derive this monotonicity relation. Instead, we will use the
Caffarelli-Silvestre type extension problem (2.3) to prove the above lemma.

(ii) Note that the both sides of (3.1) contain solutions ] and W}, but in the both
sides of (3.2) only consist the solution ﬂg. The relation (3.1) is already use-
ful in the determination of the leading coefficients. For further applications
in inverse problems (such as inverse obstacle problems), the monotonicity
formula (3.2) would be needed. However, we do not pursue this problem in
this article.

Proof of Lemma 8.1. Let ¢; be of the form (2.6) as 0 = 05, and ﬂ{ denote the
solution to (2.3) as u = ﬂf with ﬂ;(sc,()) = uf(x) in R*, for j = 1,2. Here
uf € H*(R") is the solution to (1.4) for j = 1,2. Then there holds that

(3.3) — lim y' 720,u] = dy(-V - 0;V)*u] in R",

for j = 1,2, where d; is a positive constant given by (2.5). On the one hand, there
holds

(3.4) (Ao, £, f) = /W(—v o V)l - fda,

for 7 = 1,2. On the other hand, we have

0= Ve (¥ =26V, ,a])u] dedy
]Rn+1
+
= —/ (lim yl_Qsayﬂ{)ﬂ{(w, 0)dx — / Y GV, Vel dedy
n y—0 RiJrl

=d, (_v'ajv)su{ u{ dz —Bgl(ﬂ{,ﬂ{)
R’Vl

By (2.4)

= ds/ (=V-0;V)*ul - fdz —Bs, (ul,al),
w

Since uf solves (1.4) and u”n =f
which implies that
(3.5) Bs, (W], u]) = ds (Ao, £, £,
where

Bz, (u,w) := /Rn+1 y1_285jv$7yﬂ~ VoW dzdy
+

= /R"“ y' "0,V - Vi drdy + / y' =250, u0,w drdy
+

Ry
is a symmetric bilinear form, for j = 1,2 and any functions u and w.
Similarly, we also have

(3.6) Bs, (@], i) = ds (Ao, f, f) .
Combining (3.4), (3.5) and (3.6), we have
ds <Aalfa )= Bz, (ﬂ{v ﬂ{) = Bs, (afv ag)v
ds (Ao, f. f) = Bz, (a3, a).
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Direct computations yield that
0 < Bs, (af —u},af —a3)
(3.7) = By, (af,u]) — 2B5, (], @) + B, (u}, 3)
= ~ds (Mo, £, /) +ds (Ao, . f) + Bs, (@}, @}) — By, (@}, ),
and this implies that
ds (<A01f7 f> - <A<72f7 f>)

< ( / y' %0 |Vl |? dedy + / y'=2°0,ul dedy)
R1+1 R1+1

_ 1—2s ~f12 1—92 12
(3.8) </Riﬂ Y 0y |Vl | daz:dy—k/]Rn+1 Y %0y us | dmdy)

+

< / y' =% (01 — 02) Wag‘zdl‘dy
Ry

= / yl_QS (0'1 - 0'2) |Vﬂg|2 dl‘dy,
Q% (0,00)

where we used o1 = o9 in Q.. This proves the right-hand side ordering in (3.1).
Interchanging the indices j = 1,2 in (3.8), we can obtain the left-hand side in (3.1).

Finally, for the left-hand side in (3.2), let us interchange o; and o9 in (3.7) and
(3.8), then we have

ds <(A01 - Aoz)f» f>

= / y 7% (o1 — 09) ’Vﬂ{|2 dxdy
Q% (0,00)
+/ y' " %0o|V (@ — al)|? dedy
Q% (0,00)
= / y (01}Vﬂ{|2 + @’Vﬂgf — 20,V - Vﬂg) dxdy
Qx(0,00)

_ / y1—250_1
Q% (0,00)

nonnegative

1-2s o’ ~f12
+ Y o9 — — |Vu2} dxdy
Qx(0,00) 01

> / ylfzs@ (01— 02) |Vﬂ£|2 dzdy,
Qx(0,00) 01

2
dxdy

~ 09 -
Vu'{ - —2Vu§
g1

which proves (3.2). O

Corollary 3.3. Adopting all assumptions in Lemma 3.1, let 01,09 be two positive
bounded coefficients, then

01 > 09 implies Ay, > Ayy.
Proof. The proof can be seen using either (3.1) or (3.2). O
Remark 3.4. From the above discussions, one can see the monotonicity relations

depend only on the gradient of certain solutions with respect to the transversal
direction (i.e., x-variable), but not y € (0,00).
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4. LOCALIZED POTENTIALS AND RUNGE APPROXIMATION
We first rewrite the extension problem (2.3). If u € H*(R™) is a solution to (1.1)
into
Vg (47%26V,,0) =0 in R}
: 1—-2s ~
(4.1) J%y Oyu=0 on Q x {0},
u(z,0) = f(x) on Q. x {0}.

Thanks to the monotonicity formulas given in the previous section, both sides in
(3.1) and (3.2) depend only on the gradient along the z-direction but are inde-
pendent of y > 0. Thus, we can construct localized potentials for the extension
problem (4.1) by showing the Runge approximation with respect to the a-variable.
More specifically, we have the next result.

Theorem 4.1 (Runge approximation). Let Q C R™ be a bounded Lipschitz domain
forn >3, and B, D C Q be measurable sets, B\ D possess positive measure, and
Q\D is connected to Q). Then there exist functions v = v(z) € H*(BUD), and 0 #
b1 = P1(y) € C((0,00)), such that the function v(x)B1(y) can be approximated in
the HX(B U D,y'=2%)-norm by solutions u of (4.1), and satisfies

(4.2) Volp=0 and Vvl #0.

We will explicitly construct the functions v(x) and 51 (y) in the proof of Theorem
4.1. Assuming Theorem 4.1 is true, we can have the following existence of localized
potentials.

Corgllary 4.2 (Localized potentials);LeiB, D C Q be nonempty measurable sets,
B\ D possess positive measure, and Q\ D is connected to Q). Let W & Q. be a
nonempty open subset, then there exists a sequence {fr}3>, C C°(W) such that

/ yt=2s |Vﬂf’“ {2 dxdy — o,
Bx(0,00)

/ yt=2s |Vﬂf’“ |2 dxdy — 0,
D x(0,00)

as k — 0o, where uf* € HY (R, y'1=2%) is the solution to (4.1) with

lim yleSayﬂf’“ =0 inQ,
y—0

v (2,0) = fr(z) in Qe,
for all k € N.

Proof. By using Theorem 4.1, there exist functions v € HY(BU D), 0 # B €
C2°((0,00)), and sequence of solutions vy, € HY(R y1=29) of

Ve (W726V,,07) =0  in RIH,

lim 51 ~2°9,5% = 0 on Q x {0},
y—=0 _
ofk(2,0) = fr(w) on . x {0},
for all k£ € N, such that
/ y1_2s’V5f’“ ‘2 drdy — ytm2 57 |VU|2 dxdy > 0,
Bx(0,00) Bx(0,00)

and

/ y' 2 Vel | dedy - y' 72 B7 [ Vol* dady = 0.
D x(0,00) D x(0,00)
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Notice that the value fDx(O 00) y1_23|Vﬂf’“ |2 dxdy > 0 for all k£ € N thanks to the
UCP of (4.1). Let

fk — fk
\/fDX(O,oo) 91725|V:‘7ﬂ |2 dxdy
then u/x = il — solves (4.1) with the boundary data f = fi €
\/be(o,m) yl=2¢| Vo ik | dxdy
C(W), for k € N. This proves the assertion. O

Now, it remains to prove Theorem 4.1.

A formal proof of Theorem 4.1. Let us consider the case s = 1/2 and o = I, (the
n x n identity matrix). For simplicity, let us define C' := BU D C Q, such that
Q\ C is connected to Q. Without loss of generality, we may assume that C
is Lipschitz. Given 1 € H~1(C), by the duality argument of the Hahn-Banach
theorem, we only need to claim

(13) [ @m0y di=0
implies
(4.4) Aw<&@wc»wokﬂy:a

where (-, -)¢ denotes the duality pairing between H(C') and its dual space H~1(C)".
Here the function v € H'(C) will satisfy (4.2), and 31 € C°((0,00)) fulfills
fooo Bi(y)dy = 1, $1 > 0, and supp (61) C (1,2). Moreover, let us define B (y) =

k1B (y/k) for all k € N and y > 0, then there holds fooo Br(y) dy = 1 as well.
To conclude the Hahn-Banach argument, let us consider the adjoint problem

Ay yw =1 in RT‘l,

(4.5) 1}13%) Oyw=0 inQ x {0},
w=0 in Q. x {0}.
Since C' C Q is a measurable set with C' N 9Q # 0, note that
| ) ) <Wlaoey [ 1l du <o,

then the assumption in (4.3) can be rewritten as

0:/0 (@, ¢),, dy

_ / / (Ayyw) @ dedy
0 n

:/ w(x,O)(limayﬂf)dx—&-/ /w(Aw,yaf)dxdy
Rn y—0 ° 0 n ’

=) =0 since @/ solves (4.1)

- / (lim 8yw)ﬂf(x, 0) dx

y—0

= 7/ (lim 8yw)fdx,
w

y—0

INote that the (4.3) is equivalent to Jo (J52 @ (z,y) dy)p(z) dz and (4.4) is equivalent to
Jo (5™ Brw)v(w) dy)y(x) dz.
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where we used both boundary information of %/ and w from the equations (4.1)
and (4.5) such that the term (I) = 0. Since f € C°(W) is arbitrary, there must
hold that lim,_,o dyw = 0 in W. Thanks to the (weak) UCP and O\ C is connected
to 09, then it follows that

w=0in (QU(Q\C)) x (0,00).
Particularly, there holds that
(4.6) w](6QuaC) x (0,00) = auw\(aguaC)x(opo) =0,

and lim,_,o dyw = 0 in R™.
We can conclude the proof by taking the function v € H'(C), which can be
extended to an H'(R™) function and satisfies

(4.7 Av=0in C.

lalal®

Similar to [CGRU23, Section 3], we have
~we =(v. [ Butoay)
0 c
—— i (v, [ Bt dr)
k—o0 0 c

(4.8) = — lim BrwAv dzdy + lim vayﬁkayw dxdy
k=00 Jax (0,00) k=00 Jx(0,00)
:=(I1)
= klim k2 vayﬁlayw dzxdy
—o0 Qx (k,2k)
= 0’

where we also used (4.6) to get rid of boundary contributions. The term (II) =0
thanks to the facts Av =0in C and w =0in (Q\ C) x (0,00).

Finally, since v € H*(C') is a solution to (4.7) with C = BUD and BND = {), one
can simply take v to be piecewise defined solution, which is a nonconstant solution
in B, and v =1 in D. Therefore, with these special choices at hand, we can imply
that (4.2) holds. This demonstrates the ideas of the proof of the density, which is
very similar to the case shown in [CGRU23, Section 3]. O

Remark 4.3. From the first identity in (4.8), we can see that

<w7 /oo Bk(y)vdy> —0, forallk €N,
0 c

which, of course, holds as k = 1. The rigorous proof will follow the same idea and
approach as in the formal one.

The rigorous proof can be concluded by introducing suitable cutoff functions in

99

both z and y directions, given as in [CGRU23, Section 3].

Proof of Theorem 4.1. The argument is similar to the rigorous proof [CGRU23,
Proposition 3.1]. As in the formal proof, let C = B U D with C N dQ # @, and
Y € H71(C). Then we have

’/0 y1—23 <17f(,y),¢()>c dy‘ < ||¢||I§—1(C)||af||H1(C,y1*25) < 00,

and by the duality argument of the Hahn-Banach theorem, it suffices to claim that

(4.9) / Ty @ () () dy = 0
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implies

(1.10) | o G, 006 dy =0,
0

where (-, -)¢ denotes the duality pairing between H'(C') and its dual space H1(C)2.

As we shall see, the function v € H!(C') could be an arbitrary function satisfying

(4.11) V- (cVv)=0in C.

Moreover, (3 is a suitable cutoff function with respect to the y-direction, which will
be given in Appendix A.
To this end, consider the adjoint problem

V:v,y . (y1_235Vz,yw) — yl—st in R7+L4rl7
: 1—-2s _ .
(4.12) ;li%y Oyw =10 in Q x {0},

w=0 in Q. x {0}.

The solvability of the above problem (4.12) can be found in [CGRU23, Section 3],
so we do not give further details about it. The rest of the argument is completely

the same as the proof of [CGRU23, Proposition 3.1], with suitable cutoff function
arguments in both = and y directions; by using (4.9), one can obtain

. fl}ii%ylf%ayw dx =0, forany fe CX(W).

This implies that lim,_,0y'2*9,w = 0 in W. Combining with w = 0 in W x {0}
and Q\ C is connected to 992, the UCP implies that

w=0in (2 U(Q\C)) x (0,00).

This particularly implies also implies that w = d,w = 0 on (9QU IC) x (0, 0),
and lim, 0 y'~2*0,w = 0 in R™.

Finally, given any function v € H'(C) that satisfies (4.11), then the same argu-
ments as in the proof of [CGRU23, Proposition 3.1] and (4.8), the identity (4.10)
must hold. In other words, for any solution v € H*(C) = H!(BU D) to (4.11), the
function v(z)B1 (y) can be approximated by solutions % of (2.3) in H*(BUD, y*~2%),
then this concludes the proof. O

Q2

Remark 4.4. In the proof of [CGRU23, Proposition 3.1], there are more (smooth)
cutoff functions involved. However, the proofs of Theorem 4.1 and [CGRU23,
Proposition 3.1] are the same, and there are no major changes to the whole ar-
gument. We skip the details.

5. PROOF OF THE LOCAL UNIQUENESS

We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. We want to claim o; = g9 in O by using the monotonicity
relation and localized potentials. Since the condition (1.5) holds, we may assume
o1 — o9 > 01in O, and there exists B C O such that

(5.1) o1 —09>90>01n B,

for some § > 0. Additionally, we can assume D := Q\ O, such that B\ D possesses
positive measure since BN D =0, and Q\ D is connected to 9.

2Note that the (4.9) is equivalent to Jo (Js° yr 2% (z,y) dy) ¥ (z) dz and (4.10) is equivalent
to Jo (Jo~ ¥' " Bily)v(@) dy)y(w) da.
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Next, the monotonicity relation (3.2) yields that
0=d; <(AU1 - Affz)fka fk>

> / yI*QSE (01— 02) |Vﬁ2k ‘2 dxdy
Q% (0,00)

(5.2) o1

> fC'/ y'tm2s |V1~L£k |2 dxdy + 05/ yl=2s |Vﬂ£k |2 dzdy,
Dx(0,00) Bx(0,00)

for some constants ¢, C' > 0 independent of %}*, where {ﬂg’“ }keN C HY (R, yi=29)
are localized potentials constructed by Corollary 4.2. Here C := H g—f (o1 —02) H Loo()

and ¢ := ming 72 > 0. Hence, taking k — oo in the inequality (5.2), we can obtain

0>-C y172s|Vﬂ£"‘ ’2 dzdy —|—c5/ y1725|Vﬂ£’“ |2 drdy — +0o0,
Dx(0,00) Bx(0,00)

—0 as k—o0 —o0 as k—oo

as k — oo, which leads to a contradiction. Therefore, the inequality (5.1) cannot
be true, which implies that o7 < g9 in O.

Similarly, when o1 — 02 < 0 in O, we may assume that o1 — 0y < =’ < 0 in
B C O for some ¢ > 0, this will lead a contradiction too. More concretely, with
the same notations as before, one can use the monotonicity relation (3.2) again,

0< / Y% (01 — ) | Vg | dady
(

Qx(0,00)
< C’/ y1725|Vﬂ§’“ |2 dxdy — 5'/ y1725|Vﬂ£’“ |2 dxdy
D x(0,00) Bx(0,00)
— —0o0,

which leads to a contradiction, too. Thus, o1 = o2 in B, concluding the proof. [I

Remark 5.1. It would also be interesting to use the momnotonicity approach to
study the Lipschitz stability for piecewise analytic coefficients and inverse obstacle
problems as we mentioned earlier.

APPENDIX A. THE AUXILIARY FUNCTION

The function introduced in this work, 51 = £1(y), was constructed in the proof of
[CGRU23, Proposition 3.1]. For the sake of completeness, let us collect the existing
construction of B (k € N) as follows: Given b € (0,1), let v, : (0,00) — (0,b) be a
smooth function with supp (v) C [0, 2=2] and v,(y) = b for y € [1, 11;]. One can

b
also assume that

> b
/0 W) dy= 25 and [ou()| <€,

for £ =0,1,2, where C > 0 is a constant independent of b € (0,1). Let
Iy, :=/ y Ty — k) dy
0

2—b

= /Om(y+k)1‘28%(y) dy

b2 a—p )7 : 1
—b 1, (1+m> , lfS € (0, 5],

Y 2—p \' T . 1
5 (1+m) 71 y 1f8€(§,1)
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where I, ;, depends continuously on b € (0,1). From the above analysis, it is evident
that the values attained by I ;, can range from arbitrarily large to arbitrarily close
to 0. By the continuity of for all £ € N, there exist by s € (0,1) such that I, » = 1.
Now, let

1

/Bk(y) = ’ka,s(y - k) and Rk,s = k —+ _—
1- bk:,s

then S : (0,00) — [0, 1] satisfies
supp (Bk) C (k, Rks + 1),
Br(y) = br,s, for y € (k+1, Ry.s),
|0, Bk (y)| < C,

/ y' 2 B(y) dy = 1,

0
for £ =0,1,2, and for some constant C' > 0 independent of k£ € N.
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