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Abstract. We prove an entanglement principle for fractional Laplace operators on Rn for
n ≥ 2 as follows; if different fractional powers of the Laplace operator acting on several dis-
tinct functions on Rn, which vanish on some nonempty open set O, are known to be linearly
dependent on O, then all the functions must be globally zero. This remarkable principle
was recently discovered to be true for smooth functions on compact Riemannian manifolds
without boundary [FKU24FKU24]. Our main result extends the principle to the noncompact Eu-
clidean space stated for tempered distributions under suitable decay conditions at infinity.
We also present applications of this principle to solve new inverse problems for recovering
anisotropic principal terms as well as zeroth order coefficients in fractional polyharmonic
equations. Our proof of the entanglement principle uses the heat semigroup formulation of
fractional Laplacian to establish connections between the principle and the study of several
topics including interpolation properties for holomorphic functions under certain growth
conditions at infinity, meromorphic extensions of holomorphic functions from a subdomain,
as well as support theorems for spherical mean transforms on Rn that are defined as averages
of functions over spheres.
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1. Introduction

Fractional Laplace operators are a well-known example of nonlocal operators that satisfy
a surprising unique continuation property (UCP); if u ∈ Hr(Rn) for some r ∈ R, and if u
and its fractional power of Laplacian of some order s ∈ (0, 1), namely (−∆)su, both vanish
on some nonempty open set, then u must vanish globally on Rn, see e.g. [GSU20GSU20]. We also
refer the reader to [Rie38Rie38] for a classical result with stronger assumptions on u; see also
[FF14FF14, Rül15Rül15, Yu17Yu17] for related results. An analogous (UCP) as above has been derived
in [CMR21CMR21] for the higher-order fractional Laplacian (−∆)s with s ∈ (−n

2
,∞) \ Z. The

above (UCP) with s ∈ (0, 1) was further extended in [GLX17GLX17] to the case of the fractional
Laplace–Beltrami operators (−∆g)

s on Rn with a smooth Riemannian metric g. We also
mention the recent work [KPPV24KPPV24] that derives (UCP) results for certain classes of variable
coefficient fractional dynamical Schrödinger equations. A common technique in derivation of
(UCP) results for fractional Laplace operators is the Caffarelli–Silvestre extension procedure
[CS07CS07] together with Carleman estimates from [Rül15Rül15], see also [Gho22Gho22] for an alternative
proof using heat semigroups. The above-mentioned (UCP) has been a key tool in solving
inverse problems for certain classes of nonlocal equations. We refer the reader to [GSU20GSU20]
for the first result in this direction which subsequently led to significant research on inverse
problems for nonlocal equations. This will be further discussed in Section 1.21.2.

1.1. Entanglement principle for the fractional Laplace operator. In this paper, we
are partly concerned with establishing (UCP) for fractional polyharmonic operators on Rn.
Precisely, let N ≥ 2 and let O ⊂ Rn be a nonempty open set. Suppose that u ∈ Hr(Rn) for
some r ∈ R and that there holds

(1.1) u|O =
N∑
k=1

bk((−∆)sku)|O = 0,

for some {bk}Nk=1 ⊂ C \ {0} and some {sk} ⊂ (0,∞) \ N. Does it follow that u = 0 on Rn?
Let us mention that such operators are physically motivated by some probabilistic models;

see e.g. [DPLV23DPLV23, Appendix B]. To the best of our knowledge, no prior results address
the above (UCP) formulated in this generality. The explicit Caffarelli-Silvestre extension
procedure [CS07CS07] for representing fractional Laplace operators as Dirichlet-to-Neumann maps
for degenerate elliptic equations has been a key tool in the study of (UCP) for single-term
fractional Laplace operators (see e.g. [Rül15Rül15, GSU20GSU20]). Such explicit representations are
not known for fractional polyharmonic operators. In addition, approaches based on heat
semigroup representations of fractional Laplace operators face several technical difficulties,
arising from the fact that multiple nonlocal terms contribute to the expression (1.11.1) and
isolating the terms is not feasible. In this paper, we establish (UCP) for (1.11.1) as a particular
case of a much broader principle that we refer to as the entanglement principle for fractional
Laplace operators, stated as the following broad question.

Question 1. Let N ∈ N, let {sk}Nk=1 ⊂ (0,∞) \ N and let O ⊂ Rn be a nonempty open set.
Let {uk}Nk=1 be sufficiently fast decaying functions at infinity and assume that

(1.2) u1|O = . . . = uN |O = 0 and
N∑
k=1

bk((−∆)skuk)
∣∣
O = 0,

for some {bk}Nk=1 ⊂ C \ {0}. Does it follow that uk ≡ 0 in Rn for all k = 1, . . . , N?
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When N = 1, the above question has an affirmative answer, as it reduces to the well-
known (UCP) for the fractional Laplace operator. However, for N ≥ 2, this is a much
stronger statement than (UCP), since it involves several distinct functions simultaneously in
one equation. The nomenclature of the principle comes from [FKU24FKU24, Theorem 1.8] where,
among other theorems proved in that paper, the authors discovered the entanglement princi-
ple for fractional Laplace-Beltrami operators on closed Riemannian manifolds, i.e. compact
Riemannian manifolds without boundary. We thus aim to extend that principle to the case
of Euclidean spaces. The main difference here lies in the noncompactness of the Euclidean
space Rn which, as we will discuss later in Section 1.51.5, creates several important difficulties;
see also [FKU24FKU24, Remark 1.9] on why compactness of the ambient manifold is an important
feature there. We will affirmatively answer the above question under suitable decay rates
for {uk}Nk=1 at infinity together with an additional assumption for the fractional exponents
{sk}Nk=1. To state our result, we first need to define the notion of super-exponential decay at
infinity for a distribution on Rn as follows.

Definition 1.1 (Super-exponential decay at infinity). Let u ∈ H−r(Rn) for some r ∈ R.
We say that u has super-exponential decay at infinity if there exist constants C, ρ > 0 and
γ > 1 such that given each R > 0 there holds

(1.3) |⟨u, ϕ⟩| ≤ Ce−ρRγ∥ϕ∥Hr(Rn), for all ϕ ∈ C∞
0 (Rn \BR(0)).

Here, ⟨·, ·⟩ is the continuous extension of the Hermitian L2(Rn)-inner product as a sesquilin-
ear form to H−r(Rn)×Hr(Rn) and BR(0) is the closed ball of radius R > 0 centered at the
origin in Rn.

To answer Question 11, we need to impose the following additional assumption on {sk}Nk=1:

(H) We assume {sk}Nk=1 ⊂ (0,∞) \ N with s1 < s2 < . . . < sN and that{
sk − sj /∈ Z for all j ̸= k, if the dimension n is even

sk − sj /∈ 1
2
Z for all j ̸= k, if the dimension n is odd.

Our main result may be stated as follows, which will be proved in Section 33.

Theorem 1.2 (Entanglement principle). Let O ⊂ Rn, n ≥ 2, be a nonempty bounded open
set and let {sk}Nk=1 satisfy (H)(H). Assume that {uk}Nk=1 ⊂ H−r(Rn) for some r ∈ R and that
its elements exhibit super-exponential decay at infinity in the sense of Definition 1.11.1. If,

u1|O = . . . = uN |O = 0 and
N∑
k=1

(bk(−∆)skuk)
∣∣
O = 0,(1.4)

for some {bk}Nk=1 ⊂ C \ {0}, then uk ≡ 0 in Rn for each k = 1, . . . , N .

Remark 1.3. Let us make some remarks about the optimality of the assumptions in the
above theorem:

(i) The assumption (H)(H) that for all k ̸= j, we have that sk − sj /∈ Z is optimal in the
sense that there are counterexamples in its absence, i.e., there would exist functions
{uk}Nk=1 fulfilling (1.41.4), but with uk ̸≡ 0, for some k = 1, . . . , N . We refer the reader
to [FKU24FKU24, Remark 1.10] for the construction of such counterexamples. However, as
can be seen in the statement of the theorem, when the dimension is odd, we impose an
additional requirement that sk− sj is not an odd multiple of 1

2
. This assumption may

not necessarily be optimal and may be an artifact of our proof. In odd dimensions,
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when two exponents sk and sj differ by an odd multiple of 1
2
, the corresponding terms

(−∆)skuk and (−∆)sjuj appear to create a resonance effect in our analysis which
does not allow us to disentangle them from each other. For the sake of clarity of our
presentation, we impose this additional assumption in odd dimensions. We believe
that this condition may be removable with some further analysis.

(ii) The super-exponential decay at infinity (1.31.3) imposed in the theorem may also not be
optimal. In fact, for all but one step in our proof (see Proposition 3.83.8), it suffices to
assume that {uk}∞k=1 have Schwartz decay at infinity. It appears to us that some decay
assumption on the distributions is unavoidable unless one were to use an entirely
new methodology. Fortunately, when it comes to applications of our entanglement
principle to inverse problems as well as Runge approximation properties of solutions
to fractional polyharmonic equations, we always only need to work with functions
that are compactly supported in Rn and as such the super-exponential decay stated
in the theorem will be satisfied in its applications related to inverse problems. We
will present the key ideas in the proof of Theorem 1.21.2 as well as a comparison with
[FKU24FKU24, Theorem 1.8] in Section 1.51.5.

1.2. Applications to inverse problems. Let us first give a brief overview of the previous
literature of inverse problems for nonlocal equations. In [GSU20GSU20], it was discovered that the
(UCP) property for (−∆)su, s ∈ (0, 1), can be used as a key tool to solve certain inverse
problems for nonlocal equations. There, the authors showed that it is possible to determine
an unknown function q ∈ L∞(Ω) from the knowledge of the so-called exterior Dirichlet-to-
Neumann mapping

C∞
0 (W1) ∋ f 7→ (−∆)su|W2

∈ H−s(W2),

where u ∈ Hs(Rn) is the unique solution to{
(−∆)su+ q(x)u = 0 in Ω,

u = f in Ωe := Rn \ Ω

and W1,W2 ⋐ Ωe are two nonempty open sets. This inverse problem may be viewed as
a nonlocal version of the well-known isotropic Calderón problem in electrical impedance
tomography. The connection between inverse problems for certain nonlocal equations and
their strong (UCP) has since led to significant research in this direction. We mention several
examples of related works. The works [GRSU20GRSU20, CLR20CLR20] investigate (UCP) under low reg-
ularity assumptions and recovery of lower order coefficients from finite numbers of exterior
measurements. In [GLX17GLX17, CLL19CLL19, KLZ24KLZ24, GU21GU21], the authors investigate inverse problems
for nonlocal variable coefficient operators. The works [CMR21CMR21, CMRU22CMRU22] study inverse
problems for higher-order fractional operators, and [KRZ23KRZ23, LW24LW24, LL23LL23, Lin22Lin22] consider
nonlocal equations in the presence of additional nonlinear lower order terms. In the arti-
cles [LLR20LLR20, KLW22KLW22, RS18RS18, RS20RS20], the authors derived stability results for similar inverse
problems as well as studying inverse problems for certain evolution-type nonlocal equations
involving both space and time. Very recently, a different perspective has also been employed
by using the Caffarelli-Silvestre type reduction formula to obtain some uniqueness results for
inverse problems related to nonlocal PDEs by reducing them to inverse problems for local
PDEs, see e.g. [CGRU23CGRU23, LLU23LLU23, LZ24LZ24].

Let us mention also that a new direction of research was initiated in the recent works
[Fei24Fei24, FGKU25FGKU25] for solving nonlocal versions of the well-known and widely open anisotropic
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Calderón problem stated on closed Riemannian manifolds. These works use entirely different
properties of fractional Laplace–Beltrami operators and do not rely on (UCP). We refer the
reader to the follow-up works [Chi23Chi23, CO24CO24, FKU24FKU24, Li24Li24, Lin24Lin24, LLU22LLU22, QU24QU24, Rül23Rül23] in
this direction.

Before characterizing our first result on inverse problems, let us briefly motivate it by
recalling an equivalent global formulation of the anisotropic Calderón problem in the setting
of Euclidean space Rn using Cauchy datasets. The problem goes back to the pioneering
paper of Calderón in [Cal06Cal06]. Let Ω ⊂ Rn be a bounded Lipschitz domain with n ≥ 2 and
suppose that A(x) = (Ajk(x))nj,k=1 is a real-valued positive definite symmetric matrix on Rn

that is equal to identity in the exterior of Ω. Consider the Cauchy dataset

SA = {(u,∇ · (A∇u))
∣∣
Ωe

: u ∈ C∞(Rn) and ∇ · (A∇u) = 0 in Ω }.

The anisotropic Calderón problem is equivalent to the question of determining an a priori
unknown matrix A inside Ω from the knowledge of SA. It was noted by Tartar (account
given in [KV84KV84]) that uniqueness is possible only modulo a gauge as follows. If Φ : Rn → Rn

is a diffeomorphism that fixes the exterior region Ωe, then there holds:

SA = SB, where B(x) =
(DΦ)A(DΦ)t

| det(DΦ)|

∣∣∣∣
Φ−1(x)

∀x ∈ Rn.

Here, DΦ is the Jacobean matrix of Φ. We mention that the anisotropic Calderón problem
has been solved in dimension two [LU01LU01, Nac96Nac96] but remains widely open in higher dimen-
sions outside the category of a real-analytic A (which was solved in [LU89LU89]). We refer the
reader to [Uhl13Uhl13] for a survey of the anisotropic Calderón problem.

1.3. Recovery of an anisotropic principal order term. For our first result, we solve a
variant of the anisotropic Calderón problem discussed above in the presence of lower order
nonlocal terms in the equation. As we will see, in dimensions three and higher, we can
determine the matrix A uniquely without any gauge. To describe the result, let us start
with the setup. Let Ω ⊂ Rn be a bounded Lipschitz domain with n ≥ 3 and let us fix

(1.5) δ0 ∈
(
−n
2
,
n

2
− 2

)
.

Let A(x) =
(
Ajk(x)

)n
j,k=1

be a smooth real-valued positive definite symmetric matrix on Rn

such that

(1.6)
(
Ajk(x)

)n
j,k=1

= 1n×n for x ∈ Ωe = Rn \ Ω.

We consider the equation

LAu := −∇ · (A(x)∇u) + P0u = 0 in Ω,(1.7)

in the distributional sense, where the local anisotropic principal part has the divergence form

−∇ · (A(x)∇u) = −
n∑

j,k=1

∂

∂xj

(
Ajk(x)

∂u

∂xk

)
.

and where P0 is the fractional (variable coefficient) polyharmonic operator defined by

(1.8) P0u :=
N∑
k=1

pk (−∆)sk (pku) for some {pk}Nk=1 ⊂ C∞
0 (Rn),
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for some N ≥ 1, some {sk}Nk=1 ⊂ (0, 1
2
] with s1 < . . . < sN and some collection of complex-

valued functions {pk}Nk=1 ⊂ C∞
0 (Rn) that satisfy

(1.9) pk(x) ≡ bk for k = 1, . . . , N and all x in some open neighbourhood U of Ω,

where {bk}Nk=1 ⊂ C \ {0} is some set of N nonzero numbers. We aim to study an inverse
problem for solutions to (1.71.7) subject to exterior measurements of its solutions. Precisely,
our goal is to determine an a priori unknown matrix A(x) in (1.71.7) from the knowledge of the
following (exterior) Cauchy dataset

CA ⊂ W 2,2
δ0

(Ωe)× L2
δ0+2(Ωe) with Ωe = Rn \ Ω,

defined by

(1.10) CA :=
{(
u|Ωe , (LAu)|Ωe

)
: u ∈ W 2,2

δ0
(Rn) with LAu = 0 in Ω

}
,

where δ0 is as in (1.51.5) and we recall that the operator LA is given by (1.71.7) and that the
equation is to be understood in the distribution sense. We will define the weighted Sobolev
spaces L2

δ(Rn) and W k,2
δ (Rn) in Section 22. The richness of the Cauchy dataset, CA, will be

discussed in Proposition 2.42.4, see also (iii) in Remark 1.51.5. Our first inverse problem can now
be formulated as follows:

(IP1) Inverse Problem 1. Can one uniquely determine the matrix-valued function A in
Ω from the exterior Cauchy dataset CA defined by (1.101.10)?

We prove the following global uniqueness result for (IP1)(IP1) in Section 44.

Theorem 1.4 (Global anisotropic uniqueness result). Let Ω ⊂ Rn, n ≥ 3, be a bounded
Lipschitz domain, let N ∈ N, let {sk}Nk=1 ⊂ (0, 1

2
] with s1 < . . . < sN . Let {pk}Nk=1 ⊂ C∞

0 (Rn)

satisfy (1.91.9). For j = 1, 2, let Aj ∈ C∞(Rn;Rn2
) be a positive definite symmetric matrix that

satisfies (1.61.6) and subsequently define CAj
as the exterior Cauchy dataset (1.101.10) (with A = Aj

and δ0 fixed as in (1.51.5)). Then,

CA1 = CA2 implies that A1 = A2 in Ω.

Remark 1.5. Let us make some remarks about the above theorem.

(i) To the best of our knowledge, the above theorem is new even in the case N = 1. Let
us also point out that in the case that N = 1, the condition (1.91.9) is not needed as
long as p1 does not vanish at any point in an open neighborhood of Ω. Observe that
in comparison with the anisotropic Calderón problem, and somewhat surprisingly, we
have proven that in the presence of the nonlocal lower order terms P0u in the equation
LAu = 0 in Ω, there is no diffeomorphism gauge and one indeed recovers the matrix
A uniquely from the exterior Cauchy dataset.

(ii) The assumption on the dimension, namely n ≥ 3, is for simplicity of presentation of
the forward problem and is related to the study of Fredholm properties of the operator
u 7→ ∇ · (A(x)∇u) which itself depends in a key way on mapping properties of the
Laplacian, see example [McO79McO79, Bar86Bar86]. In dimensions three and higher, the Lapla-
cian acts as an isomorphism between certain pairs of weighted Sobolev spaces of the
form W k,2

δ (Rn). This will no loner be true in dimension two and one needs to work
with more complicated Sobolev spaces.

(iii) Both the assumptions {sk}Nk=1 ⊂ (0, 1
2
] and that {pk}Nk=1 ⊂ C∞

0 (Rn) are also related
to the forward theory and the structure of Cauchy dataset CA. Under the previous
two assumptions, we have the Fredholmness properties for the operator LA that is
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proven in Proposition 2.42.4. Finally, let us mention that, as we will see in the proof of
Theorem 1.41.4, it suffices for us to work with certain smooth elements in CA subject to
certain growth conditions at infinity. Having this in mind, let us note that we could
have alternatively defined a broader Cauchy dataset as follows

C̃A = {(u|Ωe , (LAu)|Ωe) : u ∈ C∞(Rn) with LAu = 0 in Ω},
where we recall that LA : C∞(Rn) → C∞(Rn) since {pk}Nk=1 ⊂ C∞

0 (Rn). Thus, our
formulation of the Cauchy dataset CA should be viewed as working with less data

compared to C̃A.

1.4. Recovery of a zeroth order local term. Next, we discuss a partial data inverse
problem for recovering zeroth order coefficients for fractional polyharmonic equations. We
assume the more restrictive condition that {bk}Nk=1 ⊂ (0,∞) and an additional condition on
the zeroth order coefficient.

To state this partial data inverse problem, let us again consider Ω ⊂ Rn to be a bounded
Lipschitz domain with n ≥ 2, let {sk}Nk=1 be such that (H)(H) is satisfied. Next, let q ∈ L∞(Ω)
and consider the exterior Dirichlet value problem

(1.11)

{
Pqu = 0 in Ω,

u = f in Ωe,

where

Pqu :=
N∑
k=1

bk(−∆)sku+ q(x)u,

We will assume that bk > 0 for all k = 1, . . . , N , and that

(1.12) 0 is not a Dirichlet eigenvalue of Pq

in the sense that {
Pqu = 0 in Ω

u = 0 in Ωe

implies u ≡ 0 in Rn.

LettingW1,W2 ⋐ Ωe be two bounded nonempty open sets, and by using the condition (1.121.12),
we can define the so-called Dirichlet-to-Neumann (DN) map of (1.111.11) via

(1.13) Λq : H̃
sN (W1) → H−sN (W2), f 7→ (Pquf )|W2

,

where uf ∈ HsN (Rn) is the unique solution to (1.111.11). We refer the reader to Section 2.12.1 for

the definition of the H̃s(U) spaces (for s ∈ R) and to Section 2.42.4 for the well-posedness of
equation (1.111.11).

(IP2) Inverse Problem 2. Can one uniquely determine the potential q in Ω from the
exterior DN map Λq defined by (1.131.13)?

We prove the following uniqueness result for (IP2)(IP2) in Section 44.

Theorem 1.6 (Global uniqueness for bounded potentials). Let Ω ⊂ Rn, n ≥ 2, be a bounded
Lipschitz domain, and let W1,W2 ⋐ Ωe be nonempty bounded open sets. Let N ∈ N,
{bk}Nk=1 ⊂ (0,∞) and let {sk}Nk=1 satisfy (H)(H). For each j = 1, 2, let qj ∈ L∞(Ω) satisfy
(1.121.12) and define Λqj to be the DN map (1.131.13) (with q = qj). Then,

Λq1f = Λq2f for any f ∈ C∞
0 (W1), implies that q1 = q2 in Ω.
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Remark 1.7. Note that when N = 1, and the exponent s1 belongs to (0, 1), the preceding
theorem reduces to the known main result of [GSU20GSU20]. Let us also comment that by rewriting
the nonlocal Schrödinger equation Pq as

Pq := ψ(−∆) + q(x),

where ψ(λ) =
∑N

k=1 bkλ
sk , we obtain a formulation of the inverse problem via the Bern-

stein function11. Hence, Theorem 1.61.6 can be regarded as a generalization of the fractional
Calderón type inverse problem associated with Bernstein-type operators which, to the best of
our knowledge, has not been solved before. We refer the reader to [KM18KM18] for related studies
for extension problems of complete Bernstein functions associated with the Laplace operator.
Another related study was investigated in [LLL23LLL23].

Theorem 1.61.6 can be proved by using the following Runge approximation property for
solutions of (1.111.11), which itself involves the entanglement principle of Theorem 1.21.2. The
Runge approximation property may be of independent interest in control theory. We prove
this theorem in Section 44.

Theorem 1.8 (Runge approximation). Let Ω ⊂ Rn be a bounded open set, and let W ⋐ Ωe

be a bounded nonempty open set. Let N ∈ N, {bk}Nk=1 ⊂ (0,∞) and let {sk}Nk=1 satisfy
(H)(H). Let q ∈ L∞(Ω) satisfy (1.121.12). Then, given any function g ∈ L2(Ω) and any ϵ > 0,
there exists a solution u = uϵ ∈ HsN (Rn) of equation (1.111.11) for some exterior Dirichlet data
f = fϵ ∈ C∞

0 (W ) such that ∥uϵ − g∥L2(Ω) < ϵ.

Apart from Theorems 1.41.4 and 1.61.6, we would expect further applications of our entangle-
ment principle in the study of inverse problems for systems of nonlocal equations. We leave
this as a future direction of research.

1.5. Outline of the key ideas in the proof of Theorem 1.21.2. Let us discuss some of
the key ideas in the proof of Theorem 1.21.2 in Section 33. Our starting point will be to show
that the principle can be derived from an analogous statement for smooth functions with
super-exponential decay at infinity, see the statement of Theorem 3.13.1 for this version of the
theorem. This is not surprising as fractional Laplace operators commute with convolution
operators on Rn, as can be readily seen from their definition via Fourier transforms. The
proof of the smooth case {uk}Nk=1 ⊂ C∞(Rn) will then be divided into three main steps.

Step I. In the first step, we proceed to make a hidden connection between the analogue of
equation (1.21.2) in the smooth case (see Theorem 3.13.1) and the holomorphic function

F : {z ∈ C : Re(z) ≥ 0} → C,

that is (for now formally) defined via the expression

(1.14) F (z) :=
N∑
k=1

Γ(z + 1 + αk)

Γ(−αk)Γ(1 + αk)

ˆ ∞

0

(et∆ uk)(x)t
−(z+1+αk) dt

1A function f : (0,∞) → R is a Bernstein function if f ∈ C∞((0,∞)), f(λ) ≥ 0 for all λ > 0, and

(−1)k dkf(λ)
dλk ≥ 0 for all λ > 0 and for all k ∈ N. A typical example of Bernstein functions is f(λ) = λs, for

any s ∈ (0, 1). It is also known that b1f1+ b2f2 is a Bernstein function for any constants b1, b2 > 0, provided
f1 and f2 are Bernstein functions.
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where αk ∈ (0, 1), k = 1, . . . , N is the fractional part of sk and x is a fixed point inside
O. We will prove that (1.21.2) implies that the function F (z) above must vanish on positive
integers, that is to say,

F (m) = 0 for m = 1, 2, . . ..

We will carefully analyze the well-posedness of the definition (1.141.14) showing that it is indeed
a holomorphic function of z in the right half-plane. We will then derive precise bounds for its
growth rates as |z| → ∞, see Lemma 3.53.5. The remaining part of this first step is to establish
Proposition 3.63.6, showing that the only holomorphic function on {z ∈ C : Re(z) ≥ 0} that
vanishes on positive integers and enjoys the growth rates of Lemma 3.53.5 is the zero function.
This part relies crucially on an interpolation theorem for holomorphic functions in the same
spirit as Carlson’s theorem in complex analysis. The version that we need here is due to Pila
[Pil05Pil05], see Theorem 3.73.7 for its statement.

Step II. Once we have established that F (z) = 0 for all z ∈ {z ∈ C : Re(z) ≥ 0}, we aim
to see what further information about the functions uk, k = 1, . . . , N may be inferred from
it. Let us also comment that this is a key step that diverges from the approach in [FKU24FKU24].
In [FKU24FKU24] the authors showed that an analogous expression as F (z) above appears on
closed Riemannian manifolds. Subsequently, they showed that F (z) in their setup is globally
holomorphic away from nonpositive integers, thanks in part to the large time exponential
decay of the heat semigroup et∆g when acting on ∆gu with u smooth (the operator ∆g

denotes the Laplace-Beltrami operator). This allowed them to perform singularity analysis
near the poles of F (z) and conclude that each of the functions uk must be zero in the case
of closed Riemannian manifolds, see also [FKU24FKU24, Remark 1.9].

However, as it can be readily seen from the expression (2.32.3) for the heat kernel on Rn,
the large time behaviour of the heat semigroup in Rn only has a polynomial decay of order
t−

n
2 and thus the expression F (z) will become divergent as one moves into the left half-plane

Re(z) ≤ 0. Nevertheless, we will prove that under Schwartz class decay for the functions uk,
it is possible to meromorphically continue the function F (z) into the left half-plane. This is
analogous to the well-known meromorphic continuation of the Gamma function to the left
half-plane based on a recursive equation that it enjoys in the right half-plane, namely (2.52.5).
We refer the reader to Lemma 3.33.3 for the expression of this meromorphic extension.

Once this extension is obtained, we proceed to perform singularity analysis near its poles
and show that this leads to disentanglement of the terms in the expression (1.21.2). Assuming
the condition (H)(H), this leads us to show that the following specific moments must vanish for
each fixed x ∈ O and each m ∈ N ∪ {0},{´

Rn uk(y) |x− y|2m dy = 0, if n is even,´
Rn uk(y) |x− y|2m+1 dy = 0, if n is odd.

We remark that in the case of odd dimension and if two exponents differ by an odd multi-
ple of 1

2
, the singularity analysis becomes more complicated as some pairs of terms in (1.21.2)

create a resonance effect leading to more complicated expressions. For the sake of clarity
of our presentation, we decided to remove this possibility by the extra assumption in odd
dimensions. We comment that up to the end of this step, only Schwartz class decay is needed.
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Step III. The last step of our analysis is to show that the vanishing of the previous moments
for each x ∈ O would imply that the functions uk must all vanish globally on Rn. This is
the only step of the proof where we need to impose more spatial decay on the functions uk
than Schwartz class decay. Indeed, it seems we must have super-exponential decay to be
able to conclude this step. Our proof relies on showing that under super-exponential decay,
the vanishing of the previous moments implies that the spherical averages of uk must be zero
over all spheres centered at the set O. This step is based on the study of Fourier–Laplace
transforms. The proof is then completed thanks to well-known support theorems for these
geometrical Radon type transforms.

1.6. Organization of the paper. The paper is organized as follows. In Section 22, we in-
troduce basic notions used in this work and prove the solvability and well-posedness for (1.71.7)
and (1.111.11), respectively. In Section 33, we derive the entanglement principle, involving several
tools including analytic interpolation as well as reduction to spherical mean transforms. In
Section 44, we apply the entanglement principle to show the global uniqueness results for
(IP1)(IP1)–(IP2)(IP2) as well as proving the Runge approximation property for solutions to (2.62.6).

2. Preliminaries

2.1. Function spaces. We briefly discuss the notations for the weighted Sobolev spaces as
well as the notation of fractional Sobolev spaces.

2.1.1. Weighted Sobolev spaces. Following the notations in [Can75Can75, McO79McO79], we define for
δ ∈ R the weighted Sobolev space L2

δ(Rn) as the space of measurable functions u ∈ L2
loc(Rn)

such that the norm

(2.1) ∥u∥L2
δ(Rn) =

(ˆ
Rn

(1 + |x|2)δ |u(x)|2 dx
) 1

2

is finite. Next, given any k = 0, 1, . . . and any δ ∈ R we define W k,2
δ (Rn) in an analogous

way corresponding to the norms

(2.2) ∥u∥Wk,2
δ (Rn) =

k∑
j=0

∑
|β|=j

∥Dβu∥L2
δ+j(Rn),

where the second summation is taken over multi-indexes β ∈ (N∪{0})n with |β| = β1+ . . .+

βn = j and we have Dβ = ∂|β|

∂x
β1
1 ... ∂xβn

n

. The spaces W k,2
δ (U) are to be understood similarly for

any open set U ⊂ Rn. Let us also mention that the notations W k,2(Rn) = Hk(Rn) for k ∈ N
and the notation W 0,2(Rn) = L2(Rn) will be reserved for the standard Sobolev spaces, not
to be confused with the weighted Sobolev spaces above.

The above weighted Sobolev spaces will be key when it comes to discussing the structure
of the Cauchy dataset CA. In particular, we will need to use the following elliptic regularity
result of [Bar86Bar86] that we recall here. We caution the reader that the notations of Bartnik for
weighted Sobolev spaces are slightly different from the standard notation (2.12.1)-(2.22.2). Thus,
for the sake of the reader’s convenience, we will state the lemma here, adjusted to fit our
notation.
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Lemma 2.1. (Elliptic regularity, cf. Proposition 1.6 in [Bar86Bar86]) Let n ≥ 2 and let A be a
real-valued positive definite symmetric matrix that satisfies (1.61.6). Let L0 := ∇· (A(x)∇) and
finally let δ ∈ R. If u ∈ L2

δ(Rn) and L0u ∈ L2
δ+2(Rn), then u ∈ W 2,2

δ (Rn) and there holds

∥u∥W 2,2
δ (Rn) ≤ C

(
∥L0u∥L2

δ+2(Rn) + ∥u∥L2
δ(Rn)

)
,

for some C > 0 independent of u.

2.1.2. Fractional Sobolev spaces. Recall that the fractional Laplacian (−∆)s, s ≥ 0, is given
via the Fourier transform as follows.

(−∆)su = F−1
{
|ξ|2s Fu(ξ)

}
, for u ∈ S(Rn),

where F and F−1 denote the Fourier and inverse Fourier transform, respectively. For the
functional spaces, we write Hs(Rn) = W s,2(Rn) for the L2-based Sobolev space with norm

∥u∥Hs(Rn) = ∥⟨D⟩sFu∥L2(Rn) ,

for any s ∈ R, where ⟨ξ⟩ =
(
1 + |ξ|2

)1/2
. Given a nonempty open set U ⊂ Rn, the space

C∞
0 (U) consists of all C∞(Rn)-smooth functions with compact support in U . Analogously

as in [GSU20GSU20], we adopt for each s ∈ R, the notations

Hs(U) := {u|U : u ∈ Hs(Rn)} ,

H̃s(U) := closure of C∞
0 (U) in Hs(Rn),

Hs
0(U) := closure of C∞

0 (U) in Hs(U).

The space Hs(U) is complete in the sense that

∥u∥Hs(U) := inf
{
∥v∥Hs(Rn) : v ∈ Hs(Rn) and v|U = u

}
.

The space H−s(U), with any s ∈ R, may be viewed as the topological dual space of H̃s(U).
We also we use the notation ⟨v, w⟩H−s(U),H̃s(U), to denote the continuous extension of

(v, w)L2(U) =

ˆ
U

v(x)w(x) dx ∀ v, w ∈ C∞
0 (U),

as a sesquilinear form to all of H−s(U)× H̃s(U). We also recall a mapping property for the
fractional Laplacian.

Lemma 2.2 (Lemma 2.1 in [GSU20GSU20]). For s ≥ 0, the fractional Laplacian extends as a
bounded map

(−∆)s : Ha(Rn) → Ha−2s(Rn), for a ∈ R.

2.2. Nonlocal operators defined via the heat semigroup. For values s ∈ (0, 1), there
are several equivalent definitions for fractional Laplace operator (−∆)s. Here, let us use the
heat semigroup definition which will be suitable for our analysis. We first recall the definition
of the heat semigroup. Let

pt(y) :=
1

(4πt)n/2
e−

|y|2
4t , for y ∈ Rn and t > 0,(2.3)
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be the heat kernel of the heat operator ∂t−∆ for (t, x) ∈ (0,∞)×Rn. Let u ∈ Hs(Rn), and
define et∆u : [0,∞)× Rn → C by

et∆u(x) :=

ˆ
Rn

pt(x− y)u(y) dy for t > 0(2.4)

and also e0∆u(x) := u(x). Then et∆u ∈ C∞([0,∞);Hs(Rn)) is the unique solution to{
(∂t −∆)U = 0 in (0,∞)× Rn,

U(x, 0) = u(x) in Rn.

It is well known that ∥∥et∆u∥∥
Hs(Rn)

≤ ∥u∥Hs(Rn), for t ≥ 0.

Next, for specific values s ∈ (0, 1), we recall the well-known equivalent expression for the
fractional Laplacian given via

(−∆)s u(x) =
1

Γ(−s)

ˆ ∞

0

et∆u(x)− u(x)

t1+s
dt,

where Γ(·) is the Gamma function defined by

Γ(z) =

ˆ ∞

0

e−ttz−1 dt, for Re(z) > 0.

As the Gamma function plays an essential role in our analysis, let us also mention the
recursion formula

(2.5) Γ(z + 1) = z Γ(z) or Γ(z) =
Γ(z + 1)

z
Re(z) > 0.

Indeed, the above recursion formula is important as it allows one to extend the Gamma
function as a holomorphic function to all of the complex plane C except at nonpositive
integers where the extended function will have simple poles. Throughout the remainder
of this paper, the Gamma function Γ is to be understood in this extended sense. Let us
close this section by noting that several other equivalent definitions of the fractional Laplace
operator are known, see for example the survey article [Kwa17Kwa17] for ten equivalent definitions.

2.3. On the Cauchy dataset CA. In order to prove Theorem 1.41.4, we first need to show
that the Cauchy dataset CA makes sense, that is to say, it is not empty and possesses enough
elements for us to study the inverse problem. In fact, as we will see in a moment, this set is
infinite-dimensional and we can precisely categorize many of its elements, sufficient for our
purposes of solving (IP1)(IP1). To this end, let us discuss the Poisson equation

(2.6) LAu = F in Rn,

with F ∈ L2
δ0+2(Rn), where δ0 is as in (1.51.5) and is fixed throughout this manuscript and we

refer the reader to Section 2.12.1 for the definition of weighted Sobolev spaces. Later, when
it comes to discussing the Cauchy dataset CA, we will naturally impose that suppF ⊂ Ωe

where we recall that Ωe = Rn \ Ω. To solve the inverse problem (IP1)(IP1), it suffices for us to
only work with F ∈ C∞

0 (Ωe).
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Remark 2.3. Let us make the remark that given any δ ∈ R, the operator LA : W 2,2
δ (Rn) →

L2
δ+2(Rn) defined by (1.71.7) is a bounded linear operator. Recall that LA has a local divergence

part for which this mapping property is obvious. Considering next the fractional polyharmonic
part given by P0 given by (1.81.8), we note that given any u ∈ W 2,2

δ (Rn), we have that pku ∈
H2(Rn) for k = 1, . . . , N , as the functions pk are all smooth and with compact support. Thus,
using again the fact that pk’s are compactly supported together with the mapping property for
fractional Laplace operators in Lemma 2.22.2, we deduce that pk(−∆)sk(pku) ∈ L2

δ′(Rn) for any
δ′ ∈ R. Recall that {sk}Nk=1 ⊂ (0, 1

2
].

In the following proposition, it is useful to note that given any δ ∈ R, the topological dual
of L2

δ(Rn) is L2
−δ(Rn) and also that the adjoint of LA : W 2,2

δ (Rn) → L2
δ+2(Rn) is given by

LA : L2
−δ−2(Rn) → (W 2,2

δ (Rn))⋆. Note also that for n ≥ 3, we have for any δ ∈ R,

(2.7) δ ∈
(
−n
2
,
n

2
− 2

)
⇐⇒ −δ − 2 ∈

(
−n
2
,
n

2
− 2

)
.

Proposition 2.4 (Solvability of Poisson equation). Let n ≥ 3. Let A be a smooth positive
definite real-valued symmetric matrix on Rn that satisfies (1.61.6). Let N ∈ N, let {pk}Nk=1 ⊂
C∞

0 (Rn) satisfy (1.91.9) and finally let {sk}Nk=1 ⊂ (0, 1
2
]. Let δ0 be as in (1.51.5). The operator

LA : W 2,2
δ0

(Rn) → L2
δ0+2(Rn)

defined in (1.71.7) is Fredholm with index zero. Defining

KA :=
{
u ∈ W 2,2

δ0
(Rn) : LAu = 0 in Rn

}
,(2.8)

we have the inclusions

(2.9) KA ⊂ W k,2
−2−δ0

(Rn) ∩W k,2
δ0

(Rn) for any k ∈ {0} ∪ N.

There are two mutually exclusive possibilities:

(i) KA = {0}. In this case, for F ∈ L2
δ0+2(Rn), the Poisson equation (2.62.6) has a unique

solution u ∈ W 2,2
δ0

(Rn).
(ii) dim(KA) = m, for some m ∈ N. In this case, for F ∈ L2

δ0+2(Rn), the Poisson

equation (2.62.6) admits some solution u ∈ W 2,2
δ0

(Rn) if and only if

(2.10)
(
F, ζ

)
L2(Rn)

= 0 ∀ ζ ∈ KA.

Moreover, if F ∈ C∞
0 (Rn) satisfies (2.102.10) then any solution u ∈ W 2,2

δ0
(Rn) to the Poisson

equation (2.62.6) will also be in W k,2
δ0

(Rn) ∩W k,2
−δ0−2(Rn) for all k ∈ N and thus in particular

globally smooth in Rn.

Remark 2.5. Let us remark that the appearance of the conjugate ζ in (2.102.10) above is because
we are using sesquilinear forms and that the (formal) adjoint of LA is LA. Note also that in
case (ii) above, if u ∈ W 2,2

δ0
(Rn) is a solution to the equation (2.62.6), then any other solution

to the Poisson equation must then be of the form u+ ζ for some ζ ∈ KA.

Remark 2.6. In the above proposition, it is crucial for us that δ0 is as in (1.51.5), that
{sk}Nk=1 ⊂ (0, 1

2
], that A satisfies (1.61.6) and that {pk}Nk=1 ⊂ C∞

0 (Rn), so that the pk’s have
compact support. The assumption on δ0 provides suitable mapping properties for the local
divergence part in the equation while the other assumptions simplify the treatment of the
nonlocal perturbation and let us avoid discussing elliptic regularity properties in fractional
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weighted Sobolev spaces. We believe that some sets of assumptions need to be imposed here
to have a well-posedness theory.

Proof of Proposition 2.42.4. Applying [McO79McO79, Theorem 0] we note that the mapping

∆ : W 2,2
δ0

(Rn) → L2
δ0+2(Rn)

is an isomorphism. Using this result together with the fact that A satisfies (1.61.6), we can
apply [Bar86Bar86, Proposition 1.15] to deduce that the operator

L0 : W
2,2
δ0

(Rn) → L2
δ0+2(Rn),

defined via
L0(u) := −∇ · (A(x)∇u) ,

is also an isomorphism. We caution the reader that our notations for weighted Sobolev
spaces follow the standard convention and are a bit different from that of Bartnik (up to a
shift and sign change for the weight δ). Note also that our choice of δ0 is non-exceptional in
his framework which is crucial. We write L−1

0 : L2
δ0+2(Rn) → W 2,2

δ0
(Rn) for its inverse. Next,

by noting that {pk}Nk=1 ⊂ C∞
0 (Rn) and using the mapping property given in Lemma 2.22.2

together with the fact that {sk}Nk=1 ⊂ (0, 1
2
] it is straightforward to see that the mapping

pk (−∆)spk L−1
0 : L2

δ0+2(Rn) → H1
0 (U),

is continuous for every s ∈ (0, 1
2
] where U is a nonempty bounded open set that contains the

support of all the pk’s. Together with the fact that H1
0 (U) is compactly embedded in L2(U)

for every nonempty bounded open set U ⊂ Rn and that pk’s are compactly supported there,
we deduce that the mapping

pk(−∆)skpk L−1
0 : L2

δ0+2(Rn) → L2
δ0+2(Rn),

is compact for every k = 1, . . . , N . This proves that the operator LA is indeed Fredholm
with index zero. That the Fredholm alternative holds in the way that it is written is due to
the regularity properties that we describe next.

We only provide a sketch of the proof here as the details are classical techniques used in
elliptic regularity. We begin with the claim in (2.92.9) that KA ⊂ W k,2

δ0
(Rn) for any k ∈ N. The

claim is trivial if m = 0. For m ≥ 1, this follows from bootstrapping the boundedness of the
maps (see Lemma 2.22.2)

(−∆)sk : Hs(Rn) → Hs−2sk(Rn) ⊂ Hs−1(Rn) k = 1, . . . , N,

with the elliptic regularity property given by Lemma 2.12.1 (cf. [Bar86Bar86, Proposition 1.6]),
noting crucially that {sk}Nk=1 ⊂ (0, 1

2
] and that pk’s are compactly supported. (In particular,

since {pk}Nk=1 ⊂ C∞
0 (Rn), the operator of multiplication by pk is continuous from H l(Rn) to

W l,2
δ′ (Rn) for k = 1, . . . , N , any δ′ ∈ R and l ∈ N ∪ {0}.)
Let us now consider the second claim in (2.92.9). Assume again that m ≥ 1 and consider

any nonzero element ζ ∈ KA. There holds:

L0ζ = −P0ζ ∈ L2
δ′(Rn),

for any δ′ ∈ R, where we used the fact that {pk}Nk=1 ⊂ C∞
0 (Rn). Recalling that ζ ∈

W 2,2
δ0

(Rn) together with the fact that (2.72.7) is satisfied with δ = δ0, we may now apply

[Bar86Bar86, Proposition 1.14] to obtain the additional regularity property that ζ ∈ W 2,2
−δ0+2(Rn).

Analogously as in the previous paragraph, we can bootstrap this observation via Lemma 2.12.1
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to show the claim. Finally, the claim regarding the extra regularity of solutions to (2.62.6)
when F ∈ C∞

0 (Rn) follows analogously. □

We will also need the following two lemmas for future reference in Section 44.

Lemma 2.7. Let n ≥ 3. Assume that dim(KA) = m, for some m ∈ N, where KA is
given by (2.82.8). Let ζ1, . . . , ζm ∈ KA be linearly independent functions. Then, for any c =
(c1, . . . , cm) ∈ Cm, there exists g ∈ C∞

0 (Ωe) such that
(
g, ζl

)
L2(Rn)

= cl for l = 1, . . . ,m.

Proof. The proof is this lemma is similar to the proof of [FKU24FKU24, Lemma 3.9] with minor
modifications. We include it for the sake of convenience for the reader. We shall show that
the following linear map

T : C∞
0 (Ωe) ∋ g 7→

( (
g, ζ1

)
L2(Rn)

, . . . ,
(
g, ζm

)
L2(Rn)

)
∈ Cm

is surjective. Suppose, for the sake of contradiction, that T is not surjective. Then there
exists a nonzero vector a = (a1, . . . , am) ∈ Cm such that

(2.11) 0 = T (g) · a =
(
g, ζ

)
L2(Rn)

,

for all g ∈ C∞
0 (Ωe). Here, ζ :=

∑m
l=1 alζl ∈ W 2,2

δ0
(Rn), and ξ · η =

∑N
l=1 ξlηl denotes the inner

product of vectors ξ, η ∈ Cm. It follows from (2.112.11) that ζ|Ωe = 0. Together with the fact
that ζ ∈ KA, we obtain from the expression for LA in (1.71.7) that

ζ|Ωe = 0 and
m∑
k=1

pk(−∆)sk(pkζ) = 0 in Ωe

In particular, note that the first identity above also implies that the function ζ ∈ W 2,2
δ0

(Rn)
satisfies super-exponential decay. Our entanglement principle Theorem 1.21.2 (applied with the
choices N = m, uk = pkζ, bk = 1 for k = 1, . . . ,m and any nonempty bounded open set
O ⊂ Ωe) implies that ζ = 0 on Rn for all k = 1, . . . ,m (recall that pk = bk ̸= 0 inside Ω),
and thus a = 0, which is a contradiction. □

Lemma 2.8. Let n ≥ 3. We adopt the same notations as in Proposition 2.42.4. Suppose that
v ∈ L2

δ0
(Rn) is a function such that the following conditional statement holds:

if
(
F ∈ C∞

0 (Ωe) with (F, ζ)L2(Ωe) = 0 for all ζ ∈ KA

)
then (F, v)L2(Ωe) = 0.

Then, v|Ωe = ζ|Ωe for some ζ ∈ KA.

Proof. The argument that we present closely follows a part of the proof of [FKU24FKU24, Lemma
3.10] with some adjustments as we are using weighted Sobolev spaces on Rn and some care is
needed. Let dimKA = m ≥ 1 as the claim is trivial in the case m = 0. Let W := (σδ0 KA)|Ωe

where σ = (1+ |x|2) 1
2 . Based on the proof of the previous lemma, we know that dimW = m

and that if {ζ1, . . . , ζm} is a basis for KA, then,

W = span
{
(σδ0ζ1)|Ωe , . . . , (σ

δ0ζm)|Ωe

}
⊂ L2(Ωe).

Define w := (σδ0v)|Ωe ∈ L2(Ωe). Writing the orthogonal decomposition L2(Ωe) = W ⊕W⊥,
we deduce that

w = (σδ0ζ)|Ωe + w0,

where ζ ∈ KA and w0 ∈ W⊥, i.e.,

(2.12)
(
w0, σ

δ0ζk
)
L2(Ωe)

= 0 for all k = 1, . . . ,m.
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We shall next show that the conditional statement in the lemma implies that w0 = 0. To
see this, let {hℓ}∞ℓ=1 ⊂ C∞

0 (Ωe) be such that

(2.13) ∥hℓ − w0∥L2(Ωe)
→ 0 as ℓ→ ∞.

It follows from (2.122.12) and (2.132.13) that

(2.14) lim
ℓ→∞

(hℓ, σ
δ0ζk)L2(Ωe) = 0 for all k = 1, . . . ,m.

By Lemma 2.72.7, there exist functions {θk}Nk=1 ⊂ C∞
0 (Ωe) such that

(2.15)
(
θk, σ

δ0ζj
)
L2(Ωe)

= δkj for all k, j = 1, . . . ,m.

Consider the sequence of functions Fℓ ∈ C∞
0 (Ωe) defined by

Fℓ = hℓ −
m∑
j=1

(
hℓ, σ

δ0ζj
)
L2(Ωe)

θj, ℓ = 1, 2, . . . .

It follows from (2.152.15) that(
σδ0Fℓ, ζk

)
L2(Ωe)

=
(
Fℓ, σ

δ0ζk
)
L2(Ωe)

= 0 for all k = 1, . . . ,m, and ℓ = 1, 2, . . . ,

and therefore, by the hypothesis of the lemma, and the definition of w,

(2.16) (Fℓ, w)L2(Ωe)
= 0 for all ℓ = 1, 2, . . . .

We observe from (2.132.13) and (2.142.14) that

(2.17) ∥Fℓ − w0∥L2(Ωe) → 0 as ℓ→ ∞.

It follows from (2.162.16) and (2.172.17) that (w0, w0)L2(Ωe)
= 0 and therefore, w0 = 0, thus com-

pleting the proof of the lemma. □

2.4. Well-posedness of the DN map with partial data. We will now discuss the well-
posedness of the exterior-value problem (1.111.11) under an additional constraint on {bk}Nk=1,
namely that they are all positive real numbers.

Lemma 2.9 (Well-posedness). Let Ω ⊂ Rn, n ≥ 2, be a bounded Lipschitz domain, and let
W ⋐ Ωe be a nonempty bounded open set. Let N ∈ N, let {bk}Nk=1 ⊂ (0,∞) and let {sk}Nk=1

satisfy (H)(H). Let q ∈ L∞(Ω) satisfy (1.121.12). Then, given any f ∈ C∞
0 (W ), there exists a

unique solution u ∈ HsN (Rn) to (1.111.11) subject to the exterior Dirichlet data f .

Proof. We give a brief sketch of this standard lemma. By considering u = v + f in Rn, we
can study the well-posedness of an alternative equation{

Pqv = φ in Ω,

v = 0 in Ωe,

where φ = −(Pqf)|Ω. Recalling that {bk}∞k=1 ⊂ (0,∞), consider the sesquilinear form

B0(v, w) :=
N∑
k=1

bk
(
(−∆)sk/2v, (−∆)sk/2

)
L2(Rn)

.
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for any v, w ∈ H̃sN (Ω). It is straightforward to see that B0(·, ·) satisfies both boundedness
and coercive. In other words, we have

|B0(v, w)| ≤
N∑
k=1

∥∥(−∆)sk/2v
∥∥
L2(Rn)

∥∥(−∆)sk/2w
∥∥
L2(Rn)

,

and

B0(v, v) ≥
N∑
k=1

bk
∥∥(−∆)sk/2v

∥∥2

L2(Rn)
≥ bN

∥∥(−∆)sN/2v
∥∥2

L2(Rn)
,

for any v, w ∈ H̃sN (Ω), where we use {bk}Nk=1 ⊂ (0,∞) in the last inequality. Hence, the
rest of the proof follows the standard method of the proof of the Lax-Milgram theorem (for
example, see [GSU20GSU20, GLX17GLX17]), and is therefore omitted. In short, for the sesquilinear form

(2.18) Bq(v, w) := B0(v, w) + (qv, w)L2(Ω) ,

one can find a unique v ∈ H̃s(Ω) satisfying

Bq(v, w) = ⟨φ,w⟩H−sN (Ω),H̃sN (Ω),

for any w ∈ H̃sN (Ω), provided the condition (1.121.12) holds. This concludes the proof. □

With the above-mentioned well-posedness result, the DNmap (1.131.13) is well-defined. Specif-
ically, there is the relation

(2.19) ⟨Λqf, g⟩ := ⟨Λqf, g⟩H−sN (Ωe),H̃sN (Ωe)
= Bq(uf , wg),

where uf ∈ HsN (Rn) is the solution to (1.111.11), wg ∈ HsN (Rn) is any function with wg|Ωe
= g

and Bq(·, ·) is given by (2.182.18). Furthermore, one can derive the following integral identity.

Lemma 2.10 (Integral identity). Let Ω ⊂ Rn be a bounded domain with Lipschitz boundary
for n ≥ 2. Let {bk}Nk=1 ⊂ (0,∞) and {sk}Nk=1 ⊂ (0,∞) with 0 < s1 < s2 < . . . < sN satisfy
(H)(H). Let q, q1, q2 ∈ L∞(Ω) satisfy (1.121.12). For any f1, f2 ∈ C∞

0 (Ωe), we have the symmetry
property

(2.20)
〈
Λqf1, f2

〉
= ⟨f1,Λqf2⟩ ,

and the integral identity

(2.21) ⟨(Λq1 − Λq2)f1, f2⟩ = ((q1 − q2)uf1 , uf2)L2(Ω)

where for j = 1, 2, ufj ∈ Hs(Rn) is the unique solution to (1.111.11) with q = qj and f = fj.

Proof. The symmetry (2.202.20) of the DN map comes from the symmetry of the sesquilinear
form Bq(·, ·) (see e.g. (2.192.19)). On the other hand, by (2.202.20), we have〈

(Λq1 − Λq2)f1, f2
〉
=

〈
Λq1f1, f2

〉
−
〈
f1,Λq2f2

〉
= Bq1(uf1 , uf2)−Bq2(uf1 , uf2)

= ((q1 − q2)uf1 , uf2)L2(Ω) .

This concludes the proof. □
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3. Entanglement principle

We first show that the proof of Theorem 1.21.2 follows from an analogous statement for
smooth functions whose derivatives of all orders enjoy super-exponential decay at infinity.

Theorem 3.1. Let {αk}Nk=1 ⊂ (0, 1) with α1 < . . . < αN satisfy

(3.1)

(
|αj − αk| ≠

1

2
for j, k = 1, . . . , N

)
, if the dimension n is odd.

Let O ⊂ Rn, n ≥ 2, be a nonempty open set and assume that {vk}Nk=1 ⊂ C∞(Rn) and that
there exists constants ρ > 0 and γ > 1 such that given any multi-index β = (β1, . . . , βn) ∈
(N ∪ {0})n there holds

(3.2)
∣∣Dβvk(x)

∣∣ ≤ Cβ e
−ρ|x|γ ∀x ∈ Rn k = 1, . . . , N,

for some Cβ > 0 where Dβ = ∂|β|

∂x
β1
1 ... ∂xβn

n

. If,

v1|O = . . . = vN |O = 0 and
N∑
k=1

((−∆)αkvk)
∣∣
O = 0,(3.3)

then vk ≡ 0 in Rn for each k = 1, . . . , N .

At first glance, the above theorem may appear slightly weaker than our entanglement
principle of Theorem 1.21.2, since it imposes more regularity and decay on the functions and
the exponents are restricted to (0, 1). As we will see in a moment, a mollifier argument
allows us to show that Theorem 1.21.2 can be proven from this weaker version.

Proof of Theorem 1.21.2 via Theorem 3.13.1. We will assume that the hypothesis of Theorem 1.21.2
is satisfied. Assume without loss of generality that {uk}Nk=1 ⊂ H−r(Rn) for some r ∈ R.
Let ϕ ∈ C∞

0 (Rn) be a nonnegative function with compact support inside the open unit ball

centered at the origin such that ∥ϕ∥L1(Rn) = 1. We fix a nonempty open set Õ ⋐ O so that

(3.4) dist(x,Rn \ O) > ϵ0 ∀x ∈ Õ

for some ϵ0 ∈ (0, 1). Define, for each ϵ ∈ (0, ϵ0) the function

ψϵ(x) := ϵ−nϕ(ϵ−1x).

Next, we define for each x ∈ Rn, and each ϵ ∈ (0, ϵ0), the function ṽk,ϵ ∈ C∞(Rn) by

ṽk,ϵ(x) = bk (uk ∗ ψϵ) (x) := bk⟨uk(·), ψϵ(x− ·)⟩ k = 1, . . . , N,

where ⟨·, ·⟩ denotes the sesquilinear pairing between H−r(Rn) and Hr(Rn) as explained in
Section 2.12.1. As uk with k = 1, . . . , N all vanish on O, we obtain in view of (3.43.4) that

ṽk,ϵ(x) = 0 ∀x ∈ Õ ϵ ∈ (0, ϵ0) k = 1, . . . , N.

Furthermore, given any multi-index β ∈ (N ∪ {0})n and in view of the fact that the distri-
butions {uk}Nk=1 all have super-exponential decay in the sense of Definition 1.11.1, we obtain
for each x ∈ Rn with |x| > 2 and each k = 1, . . . , N ,∣∣Dβ ṽk,ϵ(x)

∣∣ = ∣∣bk⟨uk, Dβψϵ(x− ·)⟩
∣∣ ≤ |bk| C e−ρ (|x|−1)γ ∥ψϵ∥Hr+|β|(Rn) ,
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where we used the fact that ψϵ(x− ·) is supported outside the closed ball B|x|−1(0) together
with Definition 1.11.1 with the choice R = |x|− 1. Therefore, by modifying the constant C > 0
above we deduce that there exists Cβ > 0 (depending on β and ϵ) such that

(3.5)
∣∣Dβ ṽk,ϵ(x)

∣∣ ≤ Cβ e
−ρ2−γ |x|γ , for all x ∈ Rn and all k = 1, . . . , N.

Next, let us write sk = ⌊sk⌋+ αk, where ⌊sk⌋ is the greatest integer not exceeding sk and
αk ∈ (0, 1) is its fractional part. The reason that the fractional parts αk are never zero here
is due to (H)(H). Define

vk,ϵ(x) = bk (−∆)⌊sk⌋ṽk,ϵ k = 1, . . . , N ϵ ∈ (0, ϵ0).

It is now straightforward to see that the hypothesis of Theorem 3.13.1 is satisfied with {vk}Nk=1

in its statement replaced with the functions {vk,ϵ}Nk=1 and with O in its statement replaced

with Õ. Indeed, thanks to (3.53.5), we see that these functions enjoy the super-exponential
decays stated in (3.23.2) and also that they satisfy the condition (3.33.3). Moreover, by (H)(H),
the fractional parts of sk all belong to (0, 1) and additionally satisfy (3.13.1). Thus, applying
Theorem 3.13.1 to these functions, we conclude that there holds

(−∆)⌊sk⌋ṽk,ϵ = 0 in Rn for all k = 1, . . . , N .

The latter equation implies that ṽk,ϵ is identical to zero. Indeed, this is trivial to see if
⌊sk⌋ = 0 and in the other case that ⌊sk⌋ ∈ N, it follows from applying the unique continuation
principle for the Laplace operator on Rn. Therefore,

⟨uk(·), ψϵ(x− ·)⟩ = 0 in Rn and all k = 1, . . . , N .

Finally, we obtain the desired claim by letting ϵ approach zero and noting that bk ̸= 0 for
k = 1, . . . , N . □

The rest of this section is concerned with proving Theorem 3.13.1. Thus, we will assume
throughout the remainder of the section that {αk}Nk=1 ⊂ (0, 1) and that {vk}Nk=1 ⊂ C∞(Rn)
are as stated in the hypothesis of Theorem 3.13.1. In the rest of this section, we make the
standing assumption that ω ⋐ O is a fixed nonempty bounded open set and that there holds

(3.6) dist(ω,Rn \ O) ≥ 2κ > 0,

for some constant κ ∈ (0, 1). For our purposes, it suffices to think of ω as a sufficiently small
neighbourhood of some fixed point inside O.

3.1. Analytic interpolation in the right half-plane. We remark that throughout the
remainder of Section 33, the notation log(z), z ∈ C stands for the principal branch of the
logarithm function. Also, given any a > 0, the notation az stands for ea log z. We begin this
section with a few lemmas.

Lemma 3.2. Given each fixed x ∈ ω, the function

F : {z ∈ C : Re(z) ≥ 0} → C
defined via

(3.7) F (z) :=
N∑
k=1

Γ(z + 1 + αk)

Γ(−αk)Γ(1 + αk)

ˆ ∞

0

(et∆vk)(x) t
−(z+1+αk) dt

is holomorphic.



20 A. FEIZMOHAMMADI AND Y.-H. LIN

Proof. As each of the functions z 7→ Γ(z+1+αk), k = 1, . . . , N are holomorphic in the right
half-plane {z ∈ C : Re(z) ≥ 0}, it suffices to show that for each k = 1, . . . , N the function

(3.8) Gk(z) :=

ˆ ∞

0

(et∆vk)(x) t
−(z+1+αk) dt,

is also holomorphic in the right half-plane. It is straightforward to see that for each z in
the right half-plane the above integrands are absolutely integrable. Our task is to show that
they depend analytically on z. We write

Gk(z) := G1,k(z) +G2,k(z) :=

ˆ 1

0

(et∆vk)(x) t
−(z+1+αk) dt+

ˆ ∞

1

(et∆vk)(x) t
−(z+1+αk) dt,

(3.9)

and proceed to show that for each fixed x ∈ ω, each of Gj,k, j = 1, 2, k = 1, . . . , N depend
analytically on z with Re(z) ≥ 0. We begin by noting that given any h ∈ C and any t > 0
there holds

(3.10)
∣∣t−h − 1 + h log(t)

∣∣ ≤ 1

2
(log t)2 |h|2 e|h log t| ∀h ∈ C,

where we used Taylor series approximation for e−h log t around h = 0 with two terms. Recall-
ing that ω ⋐ O and the bound (3.63.6), we also record the following straightforward point-wise
bound for heat semigroups on Rn,

(3.11)
∣∣et∆vk(x)∣∣ ≤ ∥vk∥L1(Rn)

(4πt)
n
2

e−
κ2

t t > 0 x ∈ ω.

For the function G1,k given by (3.93.9), we note by using (3.103.10) that given each z ∈ C and
each h ∈ C with |h| < 1, we have∣∣∣∣G1,k(z + h)−G1,k(z) + h

ˆ 1

0

(et∆vk)(x) t
−(z+1+αk) (log t) dt︸ ︷︷ ︸

Absolutely convergent for all z ∈ C

∣∣∣∣
≤

∥vk∥L1(Rn)

2(4π)
n
2

|h|2
ˆ 1

0

(log t)2 t−
n
2
−2−|z|−αk e−

κ2

t dt︸ ︷︷ ︸
Absolutely convergent for all z ∈ C

showing in fact that the function G1,k(z) is holomorphic everywhere on C. On the other
hand, for the function G2,k(z) we note that given each z with Re(z) ≥ 0 and each |h| < 1
there holds ∣∣∣∣G2,k(z + h)−G2,k(z) + h

ˆ ∞

1

(et∆vk)(x) t
−(z+1+αk) (log t) dt

∣∣∣∣
≤

∥vk∥L1(Rn)

2(4π)
n
2

|h|2
ˆ ∞

1

(log t)2t−
n
2
−αk dt

showing indeed that the function G2,k is holomorphic on Re(z) ≥ 0. □

Lemma 3.3. Given each fixed x ∈ ω, the function F defined by (3.73.7) admits a meromorphic
extension to C (with isolated poles of order at most two) given by

(3.12) F (z) =
N∑
k=1

4αk+z

π
n
2

Γ (z + 1 + αk) Γ
(
z + n

2
+ αk

)
Γ(−αk) Γ(1 + αk)

ˆ
Rn\O

vk(y)

|x− y|n+2αk+2z dy.
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Proof. By direct computation, we obtain for each k = 1, . . . , N and each z ∈ C with Re(z) ≥
0 that ˆ ∞

0

(
et∆vk

)
(x)t−(z+αk+1) dt

=
1

(4π)n/2

ˆ ∞

0

(ˆ
Rn\O

1

tn/2
e−

|x−y|2
4t vk(y) dy

)
t−(αk+z+1) dt︸ ︷︷ ︸

By Fubini’s theorem, heat kernel formula (2.42.4) and vk=0 in O

=

ˆ
Rn\O

(ˆ ∞

0

t−(n
2
+αk+z+1)e−

|x−y|2
4t dt

)
vk(y) dy︸ ︷︷ ︸

Absolutely convergent for Re(z)≥0

=
4αk+z

π
n
2

( ˆ ∞

0

t
n
2
+αk+z−1 e−t dt

)
︸ ︷︷ ︸

By change of variable

ˆ
Rn\O

vk(y)

|x− y|n+2αk+2z
dy︸ ︷︷ ︸

Absolutely convergent for all z ∈ C by (3.23.2)

=
4αk+z

π
n
2

Γ
(
z +

n

2
+ αk

)ˆ
Rn\O

vk(y)

|x− y|n+2αk+2z
dy,

where we use x ∈ ω and y ∈ Rn \ O so that (3.63.6) holds.
Next, we aim to show that the previous expression derived for Re(z) ≥ 0 can be viewed

on the entire complex plane. Indeed, analogously to the proof of Lemma 3.23.2 and due to the
fast decay of vk given by (3.23.2) we have that the mapping

z 7→
ˆ
Rn\O

vk(y)

|x− y|n+2αk+2z
dy, k = 1, . . . , N, x ∈ ω

is holomorphic for all z ∈ C (let us point out that only Schwartz decay for vk is needed
here). The Gamma function is also meromorphic on the entire complex plane. We have thus
completed the proof of the lemma. □

The following lemma also appears in [FKU24FKU24] and is a consequence of the upper bound
for the Gamma function, see [PK01PK01, formula (2.1.19) on page 34]; see also [Olv97Olv97, page 300],

|Γ(z)| ≤
√
2π|z|a−

1
2 e−

π
2
|b|e

1
6
|z|−1

,

valid for all z = a+ ib ∈ C, where a ≥ 0.

Lemma 3.4 (Lemma 3.4 in [FKU24FKU24]). Let C :=
√
2πe

1
6 . Given s ∈ (0,∞), the function

H(z) := Γ(z + 1 + s),

is meromorphic on C, with its only singularities being simple poles at z = −k − 1 − s for
k = 0, 1, 2, . . . , and additionally satisfies

(1) |H(ib)| ≤ C(2|b|)s+ 1
2 e−

π
2
|b| for all b ∈ R such that |b| ≥ 1 + s,

(2) |H(a)| ≤ Cea log aea log 2+(s+ 1
2
) log(2a) for all a ≥ 1 + s,

(3) |H(z)| ≤ Ce2|z| log(2|z|) for all z ∈ {a+ ib ∈ C : a ≥ 0, b ∈ R} such that |z| ≥ 1 + s.

Lemma 3.5 (cf. Lemma 3.5 [FKU24FKU24]). Given each k = 1, . . . , N and each fixed x ∈ ω, there
exist constants c1, c2 > 0, depending on κ ∈ (0, 1) in (3.63.6), ∥vk∥L1(Rn) and on αk such that
the holomorphic function Gk : {Re(z) ≥ 0} → C defined by (3.83.8) satisfies the bounds

(i) |Gk(ib)| ≤ c1 for all b ∈ R,
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(ii) |Gk(a)| ≤ c1 e
c2a ea log a for all a ≥ 1,

(iii) |Gk(z)| ≤ c1 e
c2|z|e2|z|| log z| for all z ∈ {a+ ib ∈ C : a ≥ 0, b ∈ R} with |z| ≥ 1.

Proof. We first note that t−z = e−z log t for t > 0 where the logarithm is defined using its
principal branch. By definition of Gk together with (3.63.6) and (3.113.11), we write for each
z = a+ ib with a ≥ 0 that

|Gk(z)| ≤
ˆ 1

0

|(et∆vk)(x)| t−(a+1+αk) dt+

ˆ ∞

1

|(et∆vk)(x)| t−(a+1+αk) dt

≤
ˆ 1

0

∥vk∥L1(Rn)

(4πt)
n
2

e−
κ2

t t−(a+1+αk) dt+

ˆ ∞

1

∥vk∥L1(Rn)

(4πt)
n
2

e−
κ2

t t−(a+1+αk) dt

≤
∥vk∥L1(Rn)

(4π)
n
2

ˆ ∞

1

e−κ2t ta+αk+
n
2
−1 dt︸ ︷︷ ︸

Change of variables

+
∥vk∥L1(Rn)

(4π)
n
2

ˆ ∞

1

t−(a+αk+
n
2
+1) dt

=
∥vk∥L1(Rn)

(4π)
n
2 κ2a+2αk+n

ˆ ∞

κ2

e−t ta+αk+
n
2
−1 dt+

∥vk∥L1(Rn)

(4π)
n
2

ˆ ∞

1

t−(a+αk+
n
2
+1) dt

≤
∥vk∥L1(Rn)

(4π)
n
2

(
κ−2a−2αk−nΓ

(
a+ αk +

n

2

)
+

1
n
2
+ 1 + a

)
≤ 2

∥vk∥L1(Rn)

(4π)
n
2

κ−2a−2αk−n Γ
(
a+ αk +

n

2

)
.

All the bounds (i)(i)–(iii)(iii) follow immediately from combining the previous bound with Lemma 3.43.4
(1)(1)–(3)(3). This completes the proof. □

The following proposition is a key step in the proof of Theorem 3.13.1.

Proposition 3.6. Let the hypothesis of Theorem 3.13.1 be satisfied. Given each x ∈ ω, the
meromorphic function F defined by (3.123.12) vanishes everywhere in the complex plane, away
from its isolated poles.

In order to prove the above proposition, we need to make use of a sharp interpolation
theorem for holomorphic functions that vanish on positive integers subject to certain growth
rates at infinity, due to Pila [Pil05Pil05]. For the convenience of the reader, we include Pila’s
theorem here.

Theorem 3.7. Let α, β ∈ R with α + β < 1 and let ϵ > 0. Write z = a + ib and suppose
that h(z) is holomorphic in the region a ≥ 0, satisfying:

(i) lim sup
|b|→∞

log |h(ib)|
π|b| ≤ β,

(ii) lim sup
a→∞

log |h(a)|
2a log a

≤ α,

(iii) log |h(z)| = O(|z|2−ϵ), throughout a ≥ 0, as |z| → ∞.

Suppose that h(m) = 0 for all m ∈ N. Then h ≡ 0 on the set {z ∈ C : Re(z) ≥ 0}.
Proof of Proposition 3.63.6. The proof is analogous to the proof of [FKU24FKU24, Lemma 3.7] but
with some modifications as we are working on Rn. Throughout this proof, it is important
to recall that the elements of {vk}Nk=1 are smooth and in fact belong to the Schwartz class
S(Rn). We begin by noting that the condition (3.33.3) implies in particular that

∆mv1 = . . . = ∆mvk = 0 in O, m ∈ N,
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and subsequently that

N∑
k=1

(−∆)αk∆mvk = 0 in O,

for any m ∈ N, where we use (−∆)α+β = (−∆)α(−∆)β on H2α+2β(Rn), for all α, β ∈ R.
Recalling that ω ⋐ O is a nonempty bounded open set and that κ ∈ (0, 1) is as in (3.63.6), the
above identity implies that

N∑
k=1

1

Γ(−αk)

ˆ ∞

0

et∆∆mvk(x)

t1+αk
dt = 0, for x ∈ ω,(3.13)

for all m ∈ N. We claim that the previous identity (3.133.13) can be reduced to

(3.14)
N∑
k=1

Γ(1 +m+ αk)

Γ(−αk)Γ(1 + αk)

ˆ ∞

0

(et∆vk)(x) t
−(1+m+αk) dt = 0 ∀x ∈ ω ∀m ∈ N.

In order to prove (3.143.14) from (3.133.13) we will employ an integration by parts trick that has been
used recently in several related works, see for example, the proofs of [FKU24FKU24, Lemma 3.7],
[GU21GU21, Proposition 3.1] and [FGKU25FGKU25, Theorem 1.1]). Using the fact that t 7→ et∆(∆vk) ∈
C∞([0,∞);C∞(Rn)), and that et∆∆m = ∆met∆ for all t ≥ 0 on D(∆m) = H2m(Rn), we
obtain for any m ∈ N,

(3.15)
(
et∆∆mvk

)
(x) = ∂mt

(
et∆vk

)
(x),

for x ∈ ω and k = 1, . . . , N . Combining (3.133.13) and (3.153.15), we get

(3.16)
N∑
k=1

1

Γ(−αk)

ˆ ∞

0

∂mt (et∆vk)(x)
dt

t1+αk
= 0,

for x ∈ ω and all m ∈ N. We shall next repeatedly integrate by parts in (3.163.16) m times and
show that no contributions arise from the endpoints of the integral. Indeed, for t > 0 and
x ∈ ω, using (3.153.15) and (3.23.2), we obtain (analogously as in (3.113.11)) that

(3.17)
∣∣∂lt(et∆vk)(x)∣∣ = ∣∣(et∆∆lvk)(x)

∣∣ ≤ ∥∥∆lvk
∥∥
L1(Rn)

(4πt)
n
2

e−
κ2

t t > 0 x ∈ ω,

where l = 0, 1, . . . ,m−1. The bound (3.173.17) shows that no contribution from t = 0 or t = ∞
arises when integrating by parts in (3.163.16). Thus, by integrating by parts m times in (3.163.16),
we obtain that

N∑
k=1

1

Γ(−αk)
ck

ˆ ∞

0

(et∆vk)(x)
dt

tm+1+αk
= 0,

for x ∈ ω and all m ∈ N. Here

ck = (1 + αk)(2 + αk) . . . (m+ αk) =
Γ(m+ 1 + αk)

Γ(1 + αk)
.

This completes the proof of (3.143.14). Recalling the definition (3.73.7), we observe next that (3.143.14)
may be rewritten in the form

F (m) = 0, for all m ∈ N.
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Recall from Lemma 3.23.2 that F (z) is holomorphic in {z : Re(z) ≥ 0} and also that it admits
a meromorphic extension to all of C via Lemma 3.33.3. Furthermore, recalling that

F (z) =
N∑
k=1

Γ(z + 1 + αk)

Γ(−αk)Γ(1 + αk)
Gk(z),

it follows from Lemma 3.43.4 and Lemma 3.53.5 that the function F (z) satisfies the bounds on
the set {z ∈ C : Re(z) ≥ 0} stated in Theorem 3.73.7 (with h replaced by F and with the
choices α = 1 and β = −1

2
). Thus, we conclude from Pila’s theorem that F (z) on the right

half-plane and subsequently by analytic continuation that its meromorphic extension given
by Lemma 3.33.3 vanishes identically on C away from its isolated poles. These poles happen
precisely at those values of z for which either z+1+αk or z+ n

2
+αk is a nonpositive integer

for some k = 1, . . . , N . □

3.2. Analysis of singularities of the meromorphic extension. We aim to use Propo-
sition 3.63.6 and perform an analysis of the poles of the function F (z). Recall from Lemma 3.33.3
that given a fixed x ∈ ω, the meromorphic function F : C → C is given by the expression

F (z) =
N∑
k=1

4αk+z

π
n
2

Γ (z + 1 + αk) Γ
(
z + n

2
+ αk

)
Γ(−αk) Γ(1 + αk)

ˆ
Rn\O

vk(y)

|x− y|n+2αk+2z dy.

Based on the proof of Lemma 3.33.3 we also know that a point z ∈ C is a pole of the function
F above if and only if it is of the form z = −αk − m − n

2
or z = −αk − m − 1 for some

k = 1, . . . , N and some m = 0, 1, 2, . . .. Our analysis will need to be modified depending on
the parity of the dimension n ≥ 2.

II.I. case of even dimension. We will assume first that n = 2p for some p ∈ N so that

F (z) =
N∑
k=1

4αk+z

πp

Γ (z + 1 + αk) Γ (z + p+ αk)

Γ(−αk) Γ(1 + αk)

ˆ
Rn\O

vk(y)

|x− y|2p+2αk+2z dy.

Let us now fix a number m ∈ N∪{0} and an index j ∈ {1, . . . , N} and subsequently consider
the limit

(3.18) lim
z→−m−p−αj

(z +m+ p+ αj)
2 F (z).

On the one hand, the above limit is zero, thanks to Proposition 3.63.6. On the other hand,
we can evaluate the limit explicitly by residue calculus. Let us compute the limit above by
breaking the sum into its N components and see their contributions.

It is straightforward to see that for each k = 1, . . . , N with k ̸= j, there holds:

(3.19) lim
z→−m−p−αj

(z +m+ p+ αj)
2 Γ(z + 1 + αk)Γ(z + αk + p) = 0,

because the Gamma functions on the right-hand side do not have a pole in the limit, thanks
to αk ̸= αj and αk ∈ (0, 1). Thus, the only term in the summand that could contribute to
the limit would be the term k = j. For this term, both the Gamma functions have a simple
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singularity there and as such we have that

lim
z→−m−p−αj

(z +m+ p+ αj)
2 Γ(z + 1 + αj)Γ(z + p+ αj)

=
(

lim
z→−m−p−αj

(z +m+ p+ αj)Γ(z + 1 + αj)
)(

lim
z→−m−p−αj

(z +m+ p+ αj)Γ(z + p+ αj)
)

= Res(Γ;−m− p+ 1)Res(Γ;−m),

where we recall that for each ℓ ∈ N ∪ {0}, the notation Res(Γ,−ℓ), ℓ ∈ N ∪ {0} stands for

the residue22 of Gamma function Γ(z) at the point z = −ℓ that equals (−1)ℓ

ℓ!
. Therefore,

(3.20) lim
z→−m−p−αj

(z +m+ p+ αj)
2 Γ(z + 1 + αj)Γ(z + p+ αj) =

(−1)p−1

m!(m+ p− 1)!
.

By combining (3.193.19)–(3.203.20) into the limit (3.183.18) and recalling that the answer must be zero,
we obtain ˆ

Rn\O
vj(y) |x− y|2m dy = 0 for all m ∈ N ∪ {0} and all j = 1, . . . , N.

In particular, since vj’s all vanish on the set O, we obtain that

(3.21)

ˆ
Rn

vj(y) |x− y|2m dy = 0 for any x ∈ ω, m ∈ N ∪ {0} and j = 1, . . . , N.

We will hold onto this and move on to the singularity analysis in the odd dimension.

II.II. case of odd dimension. We will assume now that n = 2p − 1 for some p ∈ N so
that

F (z) =
N∑
k=1

4αk+z

πp− 1
2

Γ (z + 1 + αk) Γ
(
z + αk + p− 1

2

)
Γ(−αk) Γ(1 + αk)

ˆ
Rn\O

vk(y)

|x− y|2p−1+2αk+2z dy.

Let us now fix a number m ∈ N∪{0} and an index j ∈ {1, . . . , N} and subsequently consider
the limit

(3.22) lim
z→−m−1−αj

(z +m+ 1 + αj)F (z).

As in the previous case, on the one hand, the above limit is zero, thanks to Proposition 3.63.6.
On the other hand, we can evaluate the limit explicitly by residue calculus.

It is straightforward to see that for each k = 1, . . . , N with k ̸= j, there holds:

(3.23) lim
z→−m−1−αj

(z +m+ 1 + αj) Γ (z + 1 + αk) Γ

(
z + αk + p− 1

2

)
= 0,

because the Gamma functions on the right-hand side do not have a pole at the limit, thanks
to the fact that αk ̸= αj as well as (3.13.1) and αk ∈ (0, 1). Thus, the only term in the

2Recall that if c is a simple pole of the function f , the residue of f is given by Res(f ; c) = lim
z→c

(z− c)f(z).
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summation that could contribute to the limit would be the term k = j. For this term, we
note that

lim
z→−m−1−αj

(z +m+ 1 + αj) Γ(z + 1 + αj)Γ

(
z + αj + p− 1

2

)
= Res(Γ;−m) Γ

(
−m+ p− 3

2

)
=

(−1)m

m!
Γ

(
−m+ p− 3

2

)
︸ ︷︷ ︸

Nonzero

(3.24)

By combining (3.233.23)–(3.243.24) into the limit (3.223.22) and recalling that the answer must be zero,
we obtainˆ

Rn\O
vk(y) |x− y|2m−2p+3 dy = 0, for all m ∈ N ∪ {0} and all k = 1, . . . , N.

In particular, since p ≥ 1 and since vk’s vanish on the set O, we obtain that

(3.25)

ˆ
Rn

vk(y) |x− y|2m+1 dy = 0, for any x ∈ ω, m ∈ N ∪ {0} and k = 1, . . . , N.

We conclude this section by noting that our singularity analysis of F (z) together with Propo-
sition 3.63.6 has given us the two equations (3.213.21) and (3.253.25) depending on the parity of the
dimension n. The proof of Theorem 3.13.1 now follows immediately from the next proposition.

3.3. Support theorems for spherical mean transform. We aim to complete the proof
of Theorem 3.13.1 via the following proposition.

Proposition 3.8. Let ω ⊂ Rn be a nonempty bounded open set and let v ∈ C∞(Rn) be
identical to zero on ω. Assume that there exist constants C, ρ > 0 and γ > 1 such that

(3.26) |v(x)| ≤ C e−ρ|x|γ for any x ∈ Rn.

Moreover, assume that given each x ∈ ω and each m ∈ N ∪ {0}, there holds{´
Rn v(y) |x− y|2m dy = 0, if n is even,´
Rn v(y) |x− y|2m+1 dy = 0, if n is odd.

Then, v must vanish identically on Rn.

The proof of the above proposition relies on the spherical mean transform, which can be
found in [Qui08Qui08, Theorem 3.3] (see also [Ram02Ram02, Theorem 1.1, Remark 1.3]). Let us collect
the result about the spherical mean transform in the next lemma for readers’ convenience.

Lemma 3.9 (Spherical mean transform). Adopting all assumptions in Proposition 3.83.8, let
us consider the spherical mean transform of v ∈ C∞(Rn) by

SMv(x, t) :=

ˆ
Sn−1

v(x− tθ) dVSn−1(θ), t > 0,

where Sn−1 is the unit sphere in Rn and dVSn−1 stands for its surface measure. Suppose that
SMv(x, t) = 0 for all (x, t) ∈ ω × (0,∞). Then v ≡ 0 on Rn.
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Proof of Proposition 3.83.8. We will only prove the proposition for the case that n is even. The
case of odd dimensions n ≥ 2 can be obtained by using similar arguments. First, let us fix
x ∈ ω and observe that by our hypothesis (and since n is even) there holds

(3.27)

ˆ
Rn

v(x− y) |y|2m dy = 0 ∀m ∈ N ∪ {0}.

Fixing x ∈ ω, and recalling that v vanishes on ω. Let us define the function h ∈ C∞([0,∞))
via spherical mean transforms

h(t) = tn−1

ˆ
Sn−1

v(x− tθ) dVSn−1(θ) t ≥ 0.

Let us also define f ∈ L∞(R) via

f(t) =

{
h(t) if t ≥ 0,

0 if t < 0.

As the function v satisfies the super-exponential decay (3.263.26), it is straightforward to see
that there is a C ′ > 0 and ρ′ ∈ (0, ρ) such that

(3.28) |f(t)| ≤ C ′e−ρ′|t|γ .

In terms of the function f , identity (3.273.27) now reduces to

(3.29)

ˆ
R
f(t) t2m dt = 0, for all m ∈ N ∪ {0}.

Let us next define Ff ∈ C∞(C) to be the Fourier–Laplace transform of f defined by

Ff (z) :=

ˆ
R
f(t)e−itz dt, z ∈ C.

Observe that the super-exponential decay (3.283.28) of the function f makes the above definition
well-defined and makes Ff to be an entire function. The condition (3.293.29) and analytic
continuation imply that all the even order derivatives of the function Ff (z) must vanish at
the origin, that is to say(

∂2m

∂z2m
Ff

)
(0) = 0, for all m ∈ N ∪ {0}.

As Ff is entire, its power series expansion at zero is absolutely convergent everywhere and
therefore the latter identity implies that Ff is an odd function. Using the inverse Fourier
transform

f(t) =
1

2π

ˆ
R
Ff (ξ) e

iξt dξ,

we deduce that f must also be an odd function. As it vanishes for all t < 0, it must vanish
everywhere. Recalling the definition of f we obtain next that the spherical means of the
function v must vanish on any sphere whose center lies on the set ω. By Lemma 3.93.9, we can
conclude that the function v must vanish everywhere in Rn. □



28 A. FEIZMOHAMMADI AND Y.-H. LIN

4. Proofs for inverse problems (IP1)(IP1)–(IP2)(IP2)

In this section, we prove both Theorems 1.41.4 and 1.61.6. The proof of both Theorems crucially
relies on special cases of our entanglement principle.

Proof of Theorem 1.41.4. Recalling Proposition 2.42.4, we choose any nonzero F ∈ C∞
0 (Ωe) satis-

fying the (exterior) orthogonality condition (2.102.10) so that equation (2.62.6) (with A replaced
by A1) admits some solution u(1) ∈ W 2,2

δ0
(Rn). Observe that there are infinitely many such

F ’s as KA1 is finite-dimensional (see also Lemma 2.72.7). Note also that by Proposition 2.42.4, we

have u(1) ∈ W k,2
δ0

(Rn) ∩W k,2
−δ0−2(Rn) for any k ∈ {0} ∪ N. Let us now consider

(f, g) := (u(1)|Ωe , F ) = (u(1)|Ωe , (LA1u
(1))|Ωe) ∈ CA1 .

As CA1 = CA2 , it follows from the definition of CA2 that there exists u(2) ∈ W 2,2
δ0

(Rn) with

LA2u
(2) = 0 in Ω,

such that there holds

u(2)
∣∣
Ωe

= u(1)
∣∣
Ωe

= f and (LA2u
(2))|Ωe = g = F.

As LA2u
(2) = 0 in Ω and as it equals F in Ωe and finally as F is compactly supported in Ωe,

we conclude that

LA2u
(2) = F in Rn,

holds in the L2
δ0+2-sense. We note here that since F ∈ C∞

0 (Ωe) and since u(2) ∈ W 2,2
δ0

(Rn) we

have that u(2) ∈ W k,2
δ0

(Rn) ∩W k,2
−δ0−2(Rn) for all k ∈ N, thanks to Proposition 2.42.4. This also

implies that the equation is satisfied point-wise. Next, introducing

u := u(2) − u(1) ∈ W k,2
δ0

(Rn) ∩W k,2
−δ0−2(R

n), k = 0, 1, . . . ,

we note that

u|Ωe = 0 and LA2u = ∇ · ( (A2 − A1︸ ︷︷ ︸
Henceforth Ã

)∇u(1)) in Rn.

Recalling that A1|Ωe = A2|Ωe = 1n×n and that P0 is given by (1.81.8), we obtain

u|Ωe = 0 and P0u = 0 in Ωe.

Noting that the functions {pk}Nk=1 ⊂ C∞
0 (Rn) satisfy (1.91.9) and thus are each a nonzero

constant in an open neighbourhood of Ω, we can now apply our entanglement principle,
namely Theorem 1.21.2 with the choice uk := pk u for k = 1, . . . , N , in its statement and with
O = U \Ω where U is as in (1.91.9). The entanglement principle now implies that the function
u must vanish everywhere on Rn. Consequently, P0u must also vanish globally and thus in
particular,

(4.1) ∇ ·
(
Ã(x)∇u(1)

)
= 0 in Rn,

where we recall that Ã(x) = A2(x)− A1(x).
To summarize, we have proved that given any F ∈ C∞

0 (Ωe) that satisfies (2.102.10) and any
solution u(1) ∈ W 2,2

δ0
(Rn) that solves (2.62.6) (with A = A1), equation (4.14.1) must be satisfied
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globally. As u(1) + ζ is also a solution to equation (2.62.6) for any ζ ∈ KA1 (recalling the

definition (2.82.8)), and as Ã is real-valued, we deduce in particular that

(4.2) ∇ ·
(
Ã(x)∇ζ

)
= 0 in Rn, ∀ ζ ∈ KA1 .

Next, let h ∈ C∞
0 (Ω) be an arbitrary function. By (4.24.2) we have that(

∇ ·
(
Ã(x)∇h

)
, ζ
)
L2(Rn)

= 0 ∀ ζ ∈ KA1 .

Using this equality together with Proposition 2.42.4, we deduce that there exists a solution
w ∈ W 2,2

δ0
(Rn) ∩W 2,2

−2−δ0
(Rn) to the equation

LA1w = ∇ ·
(
Ã(x)∇h

)
in Rn.

Recalling equation (4.14.1) and the fact that h is compactly supported in Ω, we deduce that

0 =
(
∇ ·

(
Ã(x)∇u(1)

)
, h

)
L2(Ω)

=
(
u(1),∇ ·

(
Ã(x)∇h

))
L2(Ω)

=
(
u(1),∇ ·

(
Ã(x)∇h

))
L2(Rn)

=
(
u(1), LA1w

)
L2(Rn)

=
(
LA1u

(1), w
)
L2(Rn)

= (F,w)L2(Ωe)
.

As F ∈ C∞
0 (Ωe) is any function that satisfies (2.102.10), we deduce via Lemma 2.82.8 that

(4.3) w|Ωe = ζ|Ωe , for some ζ ∈ KA1 .

Defining the function w̃ ∈ W 2,2
δ0

(Rn) ∩ C∞(Rn) via w̃ = w − ζ, we obtain that

(4.4) LA1w̃ = ∇ ·
(
Ã(x)∇h

)
in Rn

and that w̃ = 0 in Ωe, and therefore, recalling that h ∈ C∞
0 (Ω), there holds

(P0w̃)|Ωe
= w̃|Ωe

= 0.

We can now apply our entanglement principle, namely Theorem 1.21.2 with the choice uk = pkw̃
for k = 1, . . . , N , in its statement and with O = U \ Ω where U is as in (1.91.9)). Noting that
pk’s are nonzero on Ω, the theorem yields that w̃ = 0 in Ω so that w̃ must vanish on Rn,
where we used (4.34.3). Hence, we conclude via (4.44.4) that

(4.5) ∇ ·
(
Ã(x)∇h

)
= 0 in Rn.

To summarize, we have shown that given any h ∈ C∞
0 (Ω), the above equation must be

satisfied globally. Next, let us choose an arbitrary point x0 ∈ Ω and let Bδ(x0) be the closed
ball of radius δ > 0 centered at x0 where δ ∈ (0, 1) is sufficiently small, so that Bδ(x0) ⊂ Ω.

Let χ0 : R → R be a nonnegative smooth cutoff function such that χ0(t) :=

{
1 for |t| ≤ 1

4

0 for |t| ≥ 1
2

.

Subsequently, let us consider for each λ ∈ R and each vector ξ = (ξ1, . . . , ξn) ∈ Rn, the
function

hλ,ξ(x) = eiλξ·(x−x0)χ0(δ
−1|x− x0|).
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Substituting h = hλ,ξ into equation (4.54.5), evaluating it at x0, dividing by λ2 and finally
taking the limit as λ→ ∞, we conclude that there holds

n∑
j,k=1

Ãjk(x0) ξjξk = 0, ∀ ξ ∈ Rn,

and finally (due to symmetry) that Ã(x0) = 0. The theorem is now proved since x0 ∈ Ω is
arbitrary. □

Now, we turn to prove Theorem 1.61.6. We present a different perspective based on the Runge
approximation property for the sake of interest. We first show the Runge approximation
property.

Proof of Theorem 1.81.8. Consider the set

R := {uf − f : f ∈ C∞
0 (W )} ,

where the notation uf ∈ HsN (Rn) stands for the unique solution to (1.111.11). It suffices to
show that R is dense in L2(Ω). The proof is standard by using the duality argument with
the Hahn-Banach theorem. It suffices to show that if v ∈ L2(Ω) satisfies (v, w)L2(Ω) = 0 for
any w ∈ R, then v ≡ 0. To show this, let v be such a function, that is to say,

(4.6) (v, uf − f)L2(Ω) = 0, for any f ∈ C∞
0 (W ).

Let ϕ ∈ H̃sN (Rn) be the unique solution of Pqϕ = v in Ω subject to vanishing exterior
Dirichlet data, namely ϕ|Ωe = 0. Next, observe that for any f ∈ C∞

0 (W ), there holds

(4.7) Bq(ϕ, f) = Bq(ϕ, f − uf ) = (v, f − uf )L2(Ω)

where Bq(·, ·) is the sesquilinear form given by (2.182.18) and we have used the facts that uf
is the solution of (1.111.11), and ϕ ∈ H̃s(Ω) (recall that ϕ|Ωe = 0). Applying (4.64.6) and (4.74.7)
together with the fact that q is zero outside Ω, we deduce that( N∑

k=1

bk(−∆)skϕ, f
)
L2(Rn)

= 0 for any f ∈ C∞
0 (W ).

Thus, the function ϕ ∈ H̃sN (Ω) satisfies

ϕ =
N∑
k=1

bk(−∆)skϕ = 0 in W.

Thanks to the entanglement principle of Theorem 1.21.2 again, we obtain ϕ ≡ 0 and then v ≡ 0.
Note that the application of the entanglement principle is justified here as ϕ = 0 in Ωe, and
thus in particular satisfies the super-exponential decay condition automatically. □

Proof of Theorem 1.61.6. We follow the same argument as the proof of [GSU20GSU20, Theorem 1.1].
If Λq1f |W2

= Λq2f |W2
for any f ∈ C∞

0 (W1), where W1 and W2 are open subsets of Ωe, by
the integral identity (2.212.21), we haveˆ

Ω

(q1 − q2)u1 u2 dx = 0,
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where uj ∈ HsN (Rn) solves Pqjuj = 0 in Ω with uj having exterior values fj ∈ C∞
0 (Wj), for

j = 1, 2.
Given an arbitrary ϕ ∈ L2(Ω) and by using the Runge approximation of Theorem 1.81.8,

there exists two sequences of functions
(
u1ℓ
)
ℓ∈N,

(
u2ℓ
)
ℓ∈N ⊂ HsN (Rn) that fulfill

Pq1u
1
ℓ = Pq2u

2
ℓ = 0 in Ω,

supp
(
u1k
)
⊆ Ω1, supp

(
u2ℓ
)
⊆ Ω2,

u1ℓ
∣∣
Ω
= ϕ+ r1ℓ , u2ℓ

∣∣
Ω
= 1 + r2ℓ ,

where Ω1, Ω2 ⊂ Rn are two open sets containing Ω, and r1ℓ , r
2
ℓ → 0 in L2(Ω) as ℓ→ ∞. Plug

these solutions into the integral identity and pass the limit as ℓ→ ∞, then we infer thatˆ
Ω

(q1 − q2)ϕ dx = 0.

As ϕ ∈ L2(Ω) is arbitrary, we can conclude that q1 = q2 in Ω. This concludes the proof. □
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