The Perceptron Algorithm

( STOP in Finite Steps )

Theorem (Novikoff)

Let S be a non-trivial training set, and let R = max ||x'|2.
1<t

Suppose that there exists a vector wo,: € R”, ||wop|| = 1
and vi((wWopt - ) + bop) =7,V 1<i<l, Then the number

of mistakes made by the on-line perceptron algorithm

on Sis at most (%£7)*.




Proof of Finite Termination

-[]=-13]

The algorithm starts with an augmented weight vector w" = 0
and updates it at each mistake.

Proof: Let

Let w!~! be the augmented weight vector prior to the ¢ th
mistake. The t th update is performed when

y{w' 1, 7') =y (w1, z") + by—1)<0

where (z*,y;) € S is the point incorrectly classified by w' ! .



Update Rule of Perceotron
w' — w'™t +nyat by — by +ny; R

ot — w' _ w'™ il I -,
= | | = by + NYy; P =) + NY;T".
R R

<wt7mopt> — <mt_1awopt> _I_ nyi<fiawopt>

><wt L wopt> _|_ 777> <wt_27mopt> _I_ 277’7 ... 2 t?]’y

(NOTE yi(<wopt : xz> + bopt) 27, ¥V 1<i<U)

Similarly, |[@'|[ = |[@" (|5 + 2ny: (w1 7") + n*|[7];
< @G+ 2?1715 = [ 15+ n*(2']]5 + R?)
<@ 23 + 2P RS- <2t R



Update Rule of Perceotron
w' — w'™t +nyat by — by +ny; R

(@', Wopt) = trry and |[w'|]5 < 2tn*R?
[@opil 2 V2ENR = |[Wopi o] [@']]2 = (T, Wop) > iy

= ¢ <2(L)|@oull} < ()’

Note : by <R, |[Wop||5<[wopl |5 + 1 = 2



